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Abstract—Federated learning has recently been proposed as
a solution to the problem of using private or sensitive data for
training a central deep model, without exchanging the local data.
In federated learning, local models are trained on the client
side using the available data, while a server is responsible for
aggregating the weights of these models into a global model. This
work proposes a novel federated learning weight aggregation
method that estimates the statistical distance of each client’s
parameters from the Gaussianity, and weighs the contribution
of each client to the global model accordingly so that the most
significant information is retained and enhanced. To create an
accurate global model, a complex weighted averaging of the
parameters of customers’ models at the layer level is performed,
considering as low quality the parameters following the Gaussian
distribution. The proposed method can be employed to both
convolutional and linear layers and it is based on the notion that
parameters following a Gaussian distribution do not significantly
affect the output of a model. Experiments with different network
architectures (such as VGG and ResNet) and comparison with
state-of-the-art approaches on three well-known image classifica-
tion datasets, demonstrate the superiority of the proposed method
against state-of-the-art federated learning methods.

Index Terms—federated learning, Gaussian distribution, image
classification

I. INTRODUCTION

Federated learning (FL) [20] is a machine learning approach
that utilizes a number of distributed edge devices or servers
with their own local data samples to train an algorithm without
transferring these data samples. It can be applied in several
application areas, such as healthcare, industrial engineering
and defence [15]. The aim of FL is to overcome challenges
related to the handling of private or sensitive data, requiring
the data to be safely stored in their local storage space and
not being transferred to other locations. During the training
process, the clients and the server periodically communicate
with each other to merge the different models, usually by
averaging the parameters of all local models to update the
global model on the server [20].

FL differs from more typical decentralized approaches,
which frequently presume that local data samples are uni-
formly distributed, as well as standard centralized machine
learning techniques, in which all local datasets are uploaded
to a single server. FL usually employs the parameter server
architecture [8], in which a global model is created on the
server, while the isolated clients use their own private data to
train local models on their devices, thus achieving enhanced

privacy protection and effective distributed training. During
the training process, the clients and the server periodically
communicate with each other to merge the different models,
usually by averaging the parameters of all local models to
update the global model on the server [20].

Multiple FL methods have been released so far. Some meth-
ods aim to improve the performance of FL by either optimizing
the selection criterion, i.e., choosing the appropriate client
parameters that will maximize the performance of the global
model on the server [11] [20] or improving the local training
processes of the clients [12] [17]. Other methods focus on the
improvement of the efficiency of FL in different ways, such
as optimizing the communication efficiency [2] or the local
training efficiency [25] or both [3]. Other works may focus on
data privacy [6], in schemes of non-supervised learning, such
as semi-supervised [18] or unsupervised [10], or in incremental
learning [9].

Although there are several methods in the literature to
improve the communication and training efficiency and ef-
fectiveness in federated learning, there is limited research on
alternatives to the simple federated averaging technique, which
is considered the de facto parameter aggregation approach.
Such alternatives require the analysis of the weight distribution
of the local client parameters and the assessment of their effect
on the performance of the global model, a study that has not
yet been considered in the literature. In our view, the way the
network parameters of clients are fused during the aggregation
process, plays a crucial role in the performance of the global
model and this is what the proposed method is investigating.

To this end, a novel FL weight aggregation approach is
proposed, in this work, aiming to improve the selection crite-
rion for choosing the most important local network parameters
for the update of the global model. The importance of local
network parameters is assessed based on the statistical distance
from the Gaussian distribution. To this end, the statistical
distance or divergence from the Gaussian distribution is em-
ployed to assess the quality of each clients’ parameters and
choose the ones with the largest impact on the accuracy of the
global model. The motivation behind this choice lies in the
observation that the employment of the L2 training norm as a
regularization term to resolve the issue of exploding gradients
during deep network training leads filter parameters to follow
a Gaussian distribution, resulting in hidden units with little
impact on the network output [22]. Thus, filter parameters



that follow a Gaussian distribution are considered to be of
low quality to the performance of the global model. The main
contributions of this work are:

• A novel FL weight aggregation algorithm for optimally
fusing network parameters on the layer-level for either
convolutional or linear layers based on the importance of
these parameters to the accuracy of the global model.

• The weighted averaging is based on a novel selection
criterion that estimates the statistical distance of network
parameters from the Gaussian distribution.

• Experimental results on three image classification
datasets are presented, showing the superiority of the pro-
posed method against various state-of-the-art approaches.

II. METHOD

A. Motivation

During each communication round of the federated learning
training, the local parameters of the models on the client
side are merged to form the parameters of the global model
on the server side. A naive way to perform this merging
is through averaging, assuming that all local parameters are
equally important to the output of the global model. However,
when a client has a disproportionately large number of data
samples with respect to the other clients or a client has data
of really bad quality, the averaging approach can lead to a
poor performing global model. In addition, potential client
specializations are lost when clients’ parameters are averaged.
To overcome such issues, a sophisticated selection criterion
is required to assess the quality of the parameters of a client
model and diminish the impact of the low quality ones on the
performance of the global model.

In this work, Gaussianity is proposed as a metric of the
quality of the weight parameters of DNNs. The motivation
behind measuring Gaussianity is based on the observation that
the usage of the L2 norm, as a regularization term to solve the
issue of exploding gradients during deep network training [24],
pushes the DNN parameters to follow the Gaussian distribution
[4], [5], [26]. However, Gaussianity is not the best property
for DNNs since neurons with Gaussian weights tend to blur
the input information. According to [22], the contributions of
each individual hidden layer are all very small when using
Gaussian priors, hence these units do not reflect ”hidden
features” that capture significant characteristics of the data. To
measure Gaussianity, this work proposes the use of different
statistical distances, such as divergences, as well as Higher
Order Statistics (HOS) [21]. These statistical distances are
capable of measuring the distance between a random process
(i.e., network parameters) and a Gaussian distribution.

Therefore, this work proposes a novel federated learning
weight aggregation method, (Figure 1), named Statistical
Weight Aggregation (SWA), that analyzes the Gaussianity of
clients’ layer parameters to enhance the contribution of those
parameters that deviate from the Gaussian distribution and thus
capture significant and discriminative elements of the data.

Fig. 1. Illustration of the proposed layer-level weight aggregation approach.

B. Layer-level weight aggregation

This work aims to quantify the impact of the network
parameters of clients to the global model and thus their weights
during the FL aggregation phase by assessing their deviation
from the Guassian distribution. This is achieved through the
use of statistical distances that can be either divergences or
Higher Order Statistics, as described in detail below. The
higher the statistical distance of a client’s layer parameters
from the Guassian distribution, the larger the weight that is
assigned to the parameters when they are merged into a global
model.

1) Divergence: A divergence is a type of statistical distance
implemented by a binary function that specifies the separation
from one probability distribution to another on a statistical
manifold. In this work, the family of Rényi divergences [28]
of order a or alpha-divergences are utilized. Renyi divergence
is a critical tool for proving the convergence of Bayesian
estimators and it is implicitly used in many calculations across
information theory. Further uses of Renyi divergence include
hypothesis testing, multiple source adaptation, and picture
rating. A special case of Rényi divergences is the well-known
Kullback–Leibler (KL) divergence [7] that has been widely
employed for comparing distributions in several fields.

The Renyi divergence of order a of a distribution P (i.e.,
distribution of a client’s layer-level weight parameters) from
a distribution Q (i.e., Gaussian distribution) is defined to be:

Da(P ||Q) =
1

a− 1
loge(

N∑
i=1

pai
qa−1
i

) (1)

where N is the total number of samples of the distribution.
In Eq. 1, a is a positive number (0 < a < ∞), defining the

order of the divergence. The Rényi entropy increasingly ranks
all nonzero probability events equally as a approaches zero,
regardless of their probabilities. On the contrary, the events
with the highest probability have a higher impact on the Rényi
entropy as a gets closer to infinity.



Variables p and q are the probabilities of the distributions
P and Q, respectively. In this work, four different values of
a are considered: 0, 0.5, 1, 2 and according to the value of a,
the Renyi divergence takes the following forms:

Da(P ||Q) =


−loge(Q(i : pi > 0) a = 0

−2loge(
∑N

i=1

√
piqi) a = 0.5∑N

i=1 piloge(
pi

qi
) a = 1

loge(
∑N

i=1
p2
i

qi
) a = 2

(2)

In the special case of a = 0.5, the Renyi divergence
becomes twice the Bhattacharyya distance [23], while in the
special case of a = 1, the Renyi divergence is equal to the
KL divergence [7].

2) Higher Order Statistics : Many statistical tools exist for
information extraction from a random signal. Nevertheless,
several signals cannot be properly examined by second order
statistical approaches when non-linearity in systems is present.
Thus, higher order statistical methods have been developed.
The higher order statistics have been used to describe the
higher-order statistical characteristics of a random process.
HOS use the third or higher power of a sample (e.g., skewness,
kyrtosis), as opposed to more conventional techniques of
lower-order statistics, which use constant, linear, and quadratic
terms (e.g., mean, variance). HOS are defined using moments
and cumulants [27]. Cumulants of a set of values with sample
size N can be calculated using k-order statistics and provide an
indication of how far a random process is from being Gaussian.
In this context, the 3rd and 4th order statistics comprise the
unbiased estimators of the cumulant Cq,z and they can be
computed, using the central moments mi =

1
N

∑N
j=1 z

i
j(t), as

follows [1]:

k3 =
N2

(N − 1) · (N − 2)
m3, (3)

k4 =
N2[(N + 1)m4 − 3(N − 1)m2

2]

(N − 1) · (N − 2) · (N − 3)
, (4)

Then, the statistical distance from the Gaussian distribution
can be computed by the product of the two k-order statistics
as follows:

DHOS = k3 ∗ k4 (5)

3) Weight Aggregation Algorithm: The proposed weight
aggregation algorithm is based on the assignment of a weight
to each clients’ layer parameters during aggregation. The
assigned weight quantifies the Gaussianity of the network
parameters at the layer level using either the Renyi divergence
or the HOS values that are referred from now on as Gd. This
process is illustrated in Figure 1 and presented as pseudocode
by Algorithm 1.

More specifically, the network parameters of each layer of
each client are initially flattened to form a vector and then the
Gd of these parameters is computed. Given a layer l, l ∈ [0, L)
from a client n, n ∈ [0, N), Gd is equal to:

Gdnl =

{
DHOS for Higher Order Statistics
Da(P ||Q) for Renyi divergence

(6)

In the case of Renyi divergence, a vector Q of the same size
as the layer parameters is automatically generated by drawing
samples from the Gaussian distribution N(0, 1). Gd has higher
values as the statistical distance of the network parameters
increases and thus, it can be directly employed as weight for
the network parameters during the aggregation process.

After the computation of the Gd values for each layer, the
maximum value among the different clients is defined as:

Ml = max(Gd1l, ..., Gdnl). (7)

The maximum value Ml is used to normalize the weights
among the different clients of the layer l. Finally, the server
parameters are computed through the weighted averaging of
the clients’ parameters as shown below:

WSl
=

N∑
n=0

Gdnl
Ml

Wcnl
, (8)

Algorithm 1 The proposed layer aggregation algorithm
Input: Number of model layers L, number of clients N
Output: Server network parameters WS [l] of layer l

for l = 0, 1, ..., L− 1 do
for n = 0, 1, ..., N − 1 do

Calculate weights Gdnl using Eq. 6
end for
Calculate server parameters WS [l] using Eq. 8

end for

III. EXPERIMENTAL EVALUATION

A. Datasets

The following well-known public datasets are utilized for
the experimental evaluation in the task of image classification:

The CIFAR-10/100 datasets [13] consist of natural images
with resolution 32x32 that belong to 10 semantic classes in
the case of the CIFAR-10 dataset and 100 semantic classes in
the case of the CIFAR-100 dataset. The training and test sets
contain 50K and 10K images, respectively.

The Tiny ImageNet [14] is a subset of the full ImageNet
ILSRVC dataset. It comprises 120000 colored images of 200
classes, downsized to size 64x64. Each class has 500 training,
50 validation and 50 test images.

B. Implementation details

For ablation study, the VGG-16 network is utilized on
CIFAR-10. The CIFAR-10 training set is split in two subsets:
the clients’ data (99% of the training set) and the server’s
validation data (1% of the training set). The clients’ data are
split equally among the clients and 90% of them is used for
the clients’ training, while the rest 10% is used for the clients’



evaluation. Finally, the server model is tested on the CIFAR-
10 test set and the results are presented. All experiments are
executed 3 times with random data splits and average and
standard deviation are reported. A learning rate of 0.1 (unless
otherwise indicated), a batch size of 64 and a momentum value
of 0.9 for the SGD optimizer are utilized.

Reagarding the comparison with the SoTA, the proposed
method is evaluated on three datasets, namely CIFAR10,
CIFAR100 and Tiny ImageNet. The Dirichlet distribution is
employed to create the non-IID data partitions with β = 0.5,
10 local epochs and 10 clients. Two networks per dataset are
evaluated. Regarding the CIFAR10 dataset, a custom CNN
network is utilized with 2 convolutional, 2 max pooling and
2 fully connected layers (as defined in [16]) and VGG-11,
trained for 100 and 55 rounds respectively. On the other hand,
in CIFAR-100 and in Tiny ImageNet, the ResNet-50 and
VGG-11 network architectures are employed. These networks
are trained for 100 total epochs in CIFAR-100 and 20 and
55 total epochs in Tiny ImageNet for ResNet and VGG-
11, respectively. SGD optimizer and momentum equal to 0.9
utilized in all cases, batch is 256 and lr is 5∗10−4 for VGG-11
and 64 and 10−2 respectively for the other cases.

For the training and testing of the implemented deep
learning models, the Python 3.7 and PyTorch (version 1.7.0)
environments are employed and CUDA version 10.2. The code
will be made publicly available.

C. Ablation study

The ablation study showcases the effect of specific hyper-
parameters (i.e., type of statistical distance, data split, number
of epochs, number of clients) on the performance of SWA,
compared in most cases against the baseline simple averaging
approach to demonstrate the effectiveness of the proposed
method. The ablation study is performed on the test set of the
CIFAR-10 dataset, using the VGG16 model. The goal of this
ablation study is to tune the aforementioned hyperparameters
for an optimal performance of the proposed method.

1) Impact of different statistical distances: This experiment
evaluates the effect of the different types of the statistical
distances, presented in Section II-B3, on the server model’s
accuracy. Three clients are utilized with 6 communication
rounds, 50 local epochs and equal data splits. The server has
no information of the data each client has, thus all clients are
treated equally. As it can be seen in Table I, the statistical
distance based on the HOS values achieves a higher accuracy
than in the cases where the different cases of Renyi divergence
is employed, showing that it is a more robust criterion for
capturing layer parameters that deviate from the Gaussian
distribution. To this end, the HOS criterion is selected as
the optimal statistical distance metric for the rest of the
experiments.

Statistical distance Accuracy
DHOS 88.41± 0.16

D0(P ||Q) 88.12± 0.29
D0.5(P ||Q) 87.58± 0.25
D1(P ||Q) 88.11± 0.28
D2(P ||Q) 87.76± 0.29

TABLE I
IMPACT OF DIFFERENT STATISTICAL DISTANCES.

2) Impact of different data splits: The goal of this ex-
periment is to evaluate the effect of different data splits on
the model’s accuracy by employing either the proposed SWA
method or the baseline simple averaging technique. Three
clients are used with 6 communication rounds and 50 local
epochs. The results are illustrated in Table II and the splits are
described in a format that shows the percentage of the data
that are fed to each client, while leaving out 10% of the data
for validation. The results demonstrate the superiority of SWA
against the simple averaging technique for both balanced and
imbalanced data splits, indicating that the proposed method
is more robust to various data splits that may occur under
realistic settings.

Splits Simple Averaging SWA
0.3, 0.3, 0.3 88.30± 0.18 88.41± 0.16

0.4, 0.25, 0.25 88.06± 0.12 88.48± 0.24
0.5, 0.2, 0.2 87.93± 0.20 89.04± 0.24

0.6, 0.15, 0.15 88.11± 0.36 88.94± 0.37
0.7, 0.1, 0.1 87.83± 0.31 87.86± 0.38

TABLE II
IMPACT OF DIFFERENT DATA SPLITS.

3) Impact of different number of local epochs: This experi-
ment aims to evaluate the impact of different local epochs (i.e.,
training epochs of each client between two communication
rounds) on the accuracy of the server’s model. The experi-
ments are performed with 3 clients and equal data splits. Each
client is trained for 300 epochs in total and the communication
rounds vary depending on the number of local epochs (from 2
to 30), as shown in Fig. 2. From the results, it can be observed
that SWA outperforms simple averaging in all cases. As the
communication rounds are reduced, the accuracy of both
methods drops as the server model is updated less frequently.
In the case of 150 local epochs and 2 communication rounds,
especially, the accuracy of simple averaging collapses contrary
to the proposed SWA that maintains a high accuracy, indicating
a faster convergence. Faster convergence may be important in
a case that the communication between the server and the
clients is difficult or very slow.

4) Impact of different number of clients: This experiment
evaluates the impact of the different number of clients on
the performance of the server model. The number of clients
vary from 3 to 100, the data are split equally among the
clients, while the number of local epochs is set to 10 (30
communication rounds) because as the number of clients
increases, it is more difficult for the model to converge and
more communication rounds are required. Moreover, for the
experiments with more than 10 clients, a smaller learning rate
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of 0.01 is utilized to achieve convergence. The results, shown
in Fig. 3, reveal that SWA outperforms simple averaging
in all tests with different number of clients. It can thus be
concluded that SWA can better adapt to a high number of
clients by maintaining a higher accuracy than the simple
averaging approach.

D. Comparison with SoTA

For the comparison with state-of-the-art methods, two con-
figurations are considered, namely SWA with and without
contrastive loss, depending on whether contrastive loss has
been employed during training. The contrastive loss has been
successfully employed in [16] and in this work it is used along
with the cross-entropy loss for improved accuracy. According
to the ablation results, the HOS criterion is employed to the
following experiments. The results presented in Tables III, IV
and V show the comparative evaluation against other state-of-
the-art federated learning methods on the task of image clas-
sification using CIFAR-10, CIFAR-100 and Tiny ImageNet,
respectively. Regarding contrastive loss, weight factors equal
to 8, 5 and 3 for CIFAR-10, CIFAR-100 and Tiny Imagenet,
respectively, are employed after experimentation.

From the results, it can be inferred that the proposed SWA
with contrastive loss outperforms all other state-of-the-art
methods (i.e., FedAvg, FedProx, MOON, FedMA and GAMF)
in all datasets and networks. A comparison between SWA
with and without contrastive loss shows that contrastive loss
leads to an accuracy improvement of 0.5− 2% in all datasets.
These results indicate that the proposed SWA method can be
combined with features (i.e, contrastive loss) from methods
that aim to improve the local training of the clients and
achieve enhanced accuracy. Finally, it can be concluded that
the deviation of the network parameters from the Gaussian
distribution can be successfully employed as a robust selection
criterion for the network parameters of the clients’ models.

Method Accuracy
Local training 46.30 ± 5.10
FedAvg [20] 66.30± 0.50
FedProx [17] 66.90± 0.20
MOON [16] 69.10± 0.40

SWA w/o contrastive loss 69.97± 1.49
SWA w/ contrastive loss 71.02± 0.56

TABLE III
COMPARISON WITH SOTA METHODS ON CIFAR10 WITH CUSTOM CNN

MODEL, 10 CLIENTS, 10 LOCAL EPOCHS AND 1000 TOTAL EPOCHS .

Method Accuracy
Local training 22.30± 1.00
FedAvg [20] 64.50± 0.40
FedProx [17] 64.60± 0.20
MOON [16] 67.50± 0.40

SWA w/o contrastive loss 66.20± 0.99
SWA w/ contrastive loss 68.53± 0.65

TABLE IV
COMPARISON WITH SOTA METHODS ON CIFAR100 WITH CUSTOM

RESNET50 MODEL, 10 CLIENTS, 10 LOCAL EPOCHS AND 1000 TOTAL
EPOCHS .

Method Accuracy
Local training 8.60± 0.40
FedAvg [20] 23.00± 0.10
FedProx [17] 23.20± 0.20
MOON [16] 25.10± 0.10

SWA w/o contrastive loss 23.53± 0.15
SWA w/ contrastive loss 25.22± 0.95

TABLE V
COMPARISON WITH SOTA METHODS ON TINY IMAGENET WITH

RESNET50 MODEL, 10 CLIENTS, 10 LOCAL EPOCHS AND 200 TOTAL
EPOCHS.

Method Accuracy
FedAvg [20] 69.99± 0.40
FedMA [29] 70.29± 0.69
MOON [16] 72.42± 0.45
GAMF [19] 72.39± 0.54

GAMF w/ contrastive loss [19] 73.43± 0.54
MOON [16] 72.42± 0.45

SWA w/o contrastive loss 79.76± 0.63
SWA w/ contrastive loss 80.51± 0.35

TABLE VI
COMPARISON WITH SOTA METHODS ON CIFAR10 WITH VGG11

MODELS, 10 CLIENTS, 10 LOCAL EPOCHS AND 550 TOTAL EPOCHS.



Method Accuracy
FedAvg [20] 44.42± 0.13
FedMA [29] 44.95± 0.19
MOON [16] 46.99± 0.28
GAMF [19] 45.99± 0.41

GAMF w/ contrastive loss [19] 48.24± 0.39
SWA w/o contrastive loss 50.52± 0.57
SWA w/ contrastive loss 51.07± 0.55

TABLE VII
COMPARISON WITH SOTA METHODS ON CIFAR100 WITH VGG11

MODEL, 10 CLIENTS, 10 LOCAL EPOCHS AND 1000 TOTAL EPOCHS .

Method Accuracy
FedAvg [20] 17.41± 0.13
FedMA [29] 17.28± 0.20
MOON [16] 19.01± 0.15
GAMF [19] 20.42± 0.13

GAMF w/ contrastive loss [19] 21.51± 0.15
SWA w/o contrastive loss 29.13± 0.52
SWA w/ contrastive loss 30.78± 0.40

TABLE VIII
COMPARISON WITH SOTA METHODS ON TINY IMAGENET WITH VGG11

MODEL, 10 CLIENTS, 10 LOCAL EPOCHS AND 550 TOTAL EPOCHS.

IV. CONCLUSION

This work proposes a novel FL weight aggregation method,
called SWA, that can achieve a sophisticated weighted av-
eraging of the parameters of clients’ models at the layer
level to form an accurate global model. The proposed method
can be employed to both convolutional and linear layers of
a model and is based on the use of statistical criteria for
the evaluation of the Gaussianity of the model parameters
and the estimation of appropriate weights for the parameter
aggregation phase. Directions for future work include the
adaptation of the method on the filter level, as well as the
use of other statistical tools to assess the impact of the client
parameters to the global model. Moreover, different statistical
distances can also be evaluated on the proposed algorithm.
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