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ABSTRACT
Recent technological advances in the fields of data and com-
puter science have improved significantly the everyday life
of people. However, technological advances are also being
adopted by criminals to facilitate and expand their illicit ac-
tions. The Deep Learning (DL) paradigm has shown a signifi-
cant potential in analysing complex structured data. However,
in the crime detection domain, a limited number of public
datasets is available, constrained to specific tasks only, which
hinders the research and development of accurate and robust
DL-assisted tools. The goal of this work is to extend the well-
known UCF-crime dataset to the case of video captioning.
To the best of our knowledge, this is the first publicly avail-
able crime-related video captioning dataset. A new proposed
video captioning approach is compared to a plethora of state-
of- the-art-methods in this dataset, while qualitative and quan-
titative characteristics of the latter are presented.

Index Terms— captioning dataset, crime, transformer

1. INTRODUCTION

Living in the era of the evolution of the WWW, a plethora of
human activities (personal, commercial, professional, educa-
tional etc.) have been reformed to be available online. Re-
garding the pandemic situation, the rate of crimes that are
using WWW as part of the whole process or being commit-
ted exclusively online has been dramatically increased due to
the fact that the candidate victims used to spend a lot of time
connected. Therefore, it is of great importance to develop
robust tools, based on Artificial Intelligence (AI), capable of
detecting, preventing and combating crime on the internet [1].
In order to benefit from the DL paradigm for creating such
tools, large volumes of annotated data are required, while the
open-research approach must be followed to attract as many
researchers as possible.

Most of the crime-related publicly available datasets, re-
fer to past crime record data published from several Law
Enforcement Agencies (LEA) mainly located in the United
States of America. However, it is very significant for LEAs
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to be equipped with robust tools capable of detecting, from
content that is published from perpetrators on the internet,
currently organized or under execution crimes.

Following the above line of investigation, the UCF-crime
dataset [2] was introduced to provide annotations for anomaly
detection and event classification (shooting, arson, stealing,
etc) in videos. In complex automated video understanding
tasks, such as video captioning, creating annotations to train
efficient DL algorithms is highly challenging. The video cap-
tioning task enables the automated production of the descrip-
tion of a video in natural language text in order to be easily
read by a LEA officer. Moreover, text allows further semantic
processing.

Several publicly available datasets have been developed
in the context of video captioning. They can be classified into
three main categories: a) Classic video captioning datasets
that each video is described by one sentence (MSVD [3],
MSRVTT [4], MPII-MD [5], M-VAD [6], Charades [7]
and VTW [8]); b) Dense video captioning datasets that de-
scribe a video using a set of sentences (paragraph), each sen-
tence is temporally localized with a timestamp (TACoS [9],
YouCook2 [10], VideoStory [11] and ActivityNet Caption
[12]), and c) Grounded video captioning datasets (Activi-
tyNet Entities [13]), that describe videos by one sentence that
is grounded on the visual objects. Regarding the domain of
the video captioning datasets, most of them refer to cooking
[14, 15], movies [5, 6] and social media videos.

The main goal of the current work is to fill the gap of
appropriate video captioning data in the crime domain. The
main contributions of this study are summarized as follows:

• Introduction of the UCF-CAP video captioning dataset.
Natural language descriptions for a subset of UCF-
Crime videos are provided by adopting the classic
video captioning paradigm, comparable in size with
well-established datasets in the field. The UCF-
CAP is publicly available (https://zenodo.org/
record/6821915#.Ys1st-xBwi0).

• Propose a novel DL-based video captioning algorithm
that adapts optimally to the introduced dataset by cap-
turing fruitful correlation among words and visual in-
formation.
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• Experimental evaluation of the proposed algorithm
against a variety of competitive state-of-the-art meth-
ods on the new dataset.

The rest of the study is organised as follows: Section 2 intro-
duces the UCF-CAP dataset. The proposed DL-based video
captioning algorithm is presented in Section 3, the evaluation
scheme is presented in Section 4 and the paper is concluded
in Section 5.

2. THE INTRODUCED DATASET

In this section, the UCF-CAP dataset is presented along with
the UCF-Crime dataset that was employed as the visual stim-
ulus of the captioning task.

2.1. UCF-Crime

UCF-Crime [2] was originally created to deal with the task of
video-based anomaly detection. It contains long, untrimmed
videos from CCTV cameras covering 13 real-world anoma-
lies, including Abuse, Arrest, Arson, Assault, Burglary,
Explosion, Fighting, Road Accident, Robbery, Shooting,
Shoplifting, Stealing and Vandalism, as well as videos with
Normal activities. Specifically, there are 950 videos with
at least one anomaly event, plus 950 videos without any
anomaly.

2.2. UCF-CAP

For the task of video captioning within the crime-related do-
main, a single caption per video is assigned. All anomaly
videos are divided into clips with duration up to 20 seconds,
based on the intuition that crime activities are usually short, as
illustrated in Figure 1. The clips are extracted from the UCF-
Crime dataset videos and 2012 of them are randomly assigned
to four male annotators, with average age 35 years, to produce
captions. Clips that show nothing but a logo are excluded
from annotation. All clips are described by English sentences
in simple present, present continuous or present perfect [sim-
ple] tenses. The dataset is split according to 70%:10%:20%
scheme corresponding to 1418, 198 and 396 clips in train-
ing, validation and testing sets, respectively. Table 2 shows
the number of used clips per action class, with respect to the
subset that they belong to.

The complete dataset contains captions for clips of 862
different videos out of the 950 with anomalies, 2012 sen-
tences and a vocabulary of 888 words (analyzed as: Nouns-
606, Verbs-177, Adjectives-32, Adverbs-17, etc.). Each clip
is annotated with one sentence including, on average, 8.28
words. Table 1 presents the statistics of UCF-CAP in com-
parison with MSVD [3] and MSR-VTT [4] datasets. Figure
2 shows the proportion of most used verbs (activity indica-
tors), where the verbs that denote a crime-related activity are
pointed out.

Fig. 1: Three caption examples.

3. PROPOSED VIDEO CAPTIONING METHOD

The proposed video captioning method is based on the base-
line of the transformer-based method presented in [16] to bet-
ter capture correlations in the spatio-temporal space from a
constrained in size dataset. Two modalities are employed as
transformer inputs to enhance the efficiency: RGB features
extracted by a 2D CNN and motion features extracted by a
3D CNN.

The complexity of the proposed method is analogous to
the transformer model. The model consists of: convolutional
layers ((O(k ∗ n ∗ d2)), multi-head attention layers (O(n2 ∗
d+n ∗ d2) and fully connected layers (O(n2)), n denotes the
sequence length, d is the number of filters in convolutional
layers and the dmodel dimension in multihead attention lay-
ers. The kernel size of convolutions is denoted as k and it can
be omitted in convolutional layer computations as it is much
smaller compared to n and d. Thus the total complexity is:
C = O(n ∗d2)+O(n2 ∗d+n ∗d2)+O(n2) = O(n ∗d2)+
O(n2∗d)+(n∗d2)+O(n2) = O(2∗n∗d2+n2∗d) (d >> 1).

Concerning the fusion of the above modalities, different
fusion schemes were tested (illustrated also in Figure 3a):

• Fusion scheme A: Both modalities are fused before the
Transformer’s encoder

• Fusion scheme B: Each modality is processed by a dif-
ferent encoder and they are fused before the decoder

Regarding the fusion operator, different forms are also
evaluated, as illustrated in Figure 3b. More specifically:

i) An addition of the modalities
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Dataset Domain Videos avg length # clips # sent # sents/clip # words vocab # verbs unique verbs len (hrs)
MSVD [3] open 1,970 10 sec 1,970 70,028 41 607,339 13,010 114,878 2,268 5.3

MSR-VTT [4] open 7,180 20 sec 10,000 200,000 20 1,856,523 29,316 270,564 4,105 41.2
UCF-CAP crime 862 9.96 sec 2,012 2,012 1 16,658 888 2,480 177 5.5

Table 1: Dataset’s comparison.

action-class train validation test
Abuse 101 14 28
Arrest 101 14 28
Arson 101 14 28

Assault 101 14 28
Burglary 129 18 36

Explosion 100 14 28
Fighting 101 14 28

Road Accidents 129 18 36
Robbery 127 18 36
Shooting 101 14 28

Shoplifting 101 14 28
Stealing 127 18 36

Vandalism 99 14 28

Table 2: Number of used clips per subset for each action
class.

ii) The addition of the output of two multi-head attention
layers

iii) A concatenation of the modalities

iv) The concatenation of the output of two multi-head atten-
tion layers

Using the multi-head attention layers the model can si-
multaneously handle the information from different represen-
tation sub-spaces at different positions. Thus, the input of
each multi-head attention layer consists of information from
both modalities for an enriched representation.

4. EXPERIMENTAL EVALUATION

The proposed video captioning method is used for the evalua-
tion of the introduced UCF-CAP dataset and thus forming an
initial basis for the video captioning task in the crime domain.
In particular, an ablation study is presented in order to test
the performance of the proposed method for different modal-
ities. Moreover, our video captioning method is compared,
on the UCF-CAP dataset, to state-of-the-art video caption-
ing methods. The code is available at https://gitlab.
com/chatzikon/ucf_cap.

4.1. Evaluation metrics

For the evaluation of this study, three common metrics are
employed to evaluate the quality of the text generated by a DL
model. Those are: METEOR, ROUGE-L and CIDEr. The

Fig. 2: Pie chart of used verbs.

Microsoft COCO Evaluation Server[17] is used to compute
the above metrics.

4.2. Implementation details

To train, validate and test the proposed method, the follow-
ing experimental schemes are employed. The train, valida-
tion and test splits presented in Section 2.2 are used. During
the experiments, the Python 3.8 and Pytorch (version 1.5.1)
environments are adopted.

Regarding the transformer hyperparameters, a batch size
of 10 is adopted, the number of encoder/decoder layers are
set to 9, the threshold for gradient clipping is set to 0.75 and
the maximum sentence length is set to 20. The initial learning
rate is equal to 0.01 and it is divided by two if the loss is not
reduced after 6 epochs. The sgd optimizer is employed. The
dimension of the model, dmodel is 1024 and the hidden state
size of the feed-forward layer is set as 2048. The model is
trained for 100 epochs and greedy decoding is employed for
inference.

Concerning the feature extraction, a ResNet152 model is
used for the extraction of the RGB features and a C3D model
for the extraction of the motion features. In both cases, the
interval between successive frames or clips is 5 frames. Fur-
thermore, concerning the motion features, each clip consists
of 16 consecutive frames. Since the videos of the dataset do
not have equal size, the maximum number of frames to ex-
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Fig. 3: Fusion schemes employed in this study

tract features is set to 50. If a video is smaller, a zero padding
process is performed.

4.3. Results

The ablation study is performed on the multimodal trans-
former presented on Section 3. The different schemes pre-
sented on Section 3 are evaluated and the results are illus-
trated in Table 3. In this Table the results of a unimodal
model, employing only RGB features, are also presented.

The best results are achieved from the model using the
fusion scheme A with attention and addition and the model
using the fusion scheme B with addition. Thus, it can be con-
cluded that the addition of different modalities leads to better
results than their concatenation. Moreover, those models per-
form better compared to the unimodal model, validating the
superiority of the multimodal approach compared to the uni-
modal one.

Fusion scheme METEOR ROUGE-L CIDEr
Unimodal 12.19 29.69 58.15

A-i 12.61 29.40 55.96
A-ii 13.23 30.09 63.63
A-iii 12.85 28.99 56.27
A-iv 12.06 28.29 45.18
B-i 13.03 29.08 68.53
B-ii 12.08 27.22 49.52
B-iii 12.7 29.63 54.76
B-iv 12.46 29.26 56.03

Table 3: Impact of different fusion schemes on the perfor-
mance of the video captioning model.

Finally, the best results of the multimodal transformer are
compared to the results of four recent state-of-the-art models,
the ARB model of [18], the SGN model of [19], the SAVC
model of [20] and the RecNet model of [21]. All models are
multimodal architectures, employing RGB and motion fea-

tures, except from the RecNet model that is a unimodal archi-
tecture. The results can be seen in Table 4. The proposed mul-
timodal transformer architecture achieves better results show-
ing that a multimodal multi-layer transformer architecture can
better capture the dependencies of the visual and textual in-
formation, compared to the coarse-to-fine procedure of [18],
the semantic guided approach of [19] and [20] or the recon-
struction approach of [21] . Based on the above experimental
scheme, it can be derived that the proposed video captioning
method is well evaluated on the introduced dataset and it can
serve as a robust baseline for future studies.

Fusion scheme METEOR ROUGE-L CIDEr
A-ii 13.23 30.09 63.63
B-i 13.03 29.08 68.53

ARB [18] 10.16 27.66 26.61
SGN [19] 12.03 29.93 58.40

SAVC [20] 10.37 27.11 23.08
RecNet [21] 13.01 30.29 52.18

Table 4: Comparative evaluation of SoTA video captioning
methods employing the introduced dataset.

5. CONCLUSIONS

In this paper the first crime-related video captioning dataset
was introduced. Moreover, a customized DL algorithm is
proposed that optimally correlates the textual and video in-
formation of the dataset, based on a multimodal transformer
architecture, fusing RGB and motion information. Directions
of future work include the enrichment of the information pro-
vided by the dataset such as the description of each video with
a set of sentences, including temporally localized timestamps,
or the grounding of each annotation sentence on the video ob-
jects.
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