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Foreword

The Internet will be a catalyst for much of our innovation and prosperity in the future.
It has enormous potential to underpin the smart, sustainable and inclusive growth
objectives of the EU2020 policy framework and is the linchpin of the Digital Agenda
for Europe. A competitive Europe will require Internet connectivity and services
beyond the capabilities offered by current technologies. Future Internet research is
therefore a must.

Since the signing of the Bled declaration in 2008, European research projects are
developing new technologies that can be used for the Internet of the Future. At the
moment around 128 ongoing projects are being conducted in the field of networks,
trustworthy ICT, Future Internet research and experimentation, services and cloud
computing, networked media and Internet of things. In total they represent an invest-
ment in research of almost 870 million euro, of which the European Commission funds
570 million euro.

This large-scale research undertaking involves around 690 different organizations
from all over Europe, with a well-balanced blend of 50% private industries (SMEs
and big companies with equal share), and 50% academic partners or research insti-
tutes. It is worth noting that it is a well-coordinated initiative, as these projects meet
twice a year during the Future Internet Assembly, where they discuss research issues
covering several of the domains mentioned above, in order to get a multidisciplinary
viewpoint on proposed solutions.

Apart from the Future Internet Assembly, the European Commission has also
launched a Public Private Partnership program on the Future Internet. This 300-
million-euro program is focused on short- to middle-term research and runs from
2011 to 2014. The core of this program will be a platform that implements and inte-
grates new generic but fundamental capabilities of the Future Internet, such as interac-
tions with the real world through sensor/actuator networks, network virtualization and
cloud computing, enhanced privacy and security features and advanced multimedia
capabilities. This core platform will be based on integration of already existing re-
search results developed over the past few years, and will be tested on large-scale use
cases. The use cases that are part of the Public Private Partnership all have the poten-
tial to optimize large-scale business processes, using the properties of the core Future
Internet platform. Examples of these use cases are a smarter electricity grid, a more
efficient international logistics chain, a more intelligent food value chain, smart mo-
bility, safer and smarter cities and a smarter content creation system for professional
and non-professional users.

Future Internet research is an important cornerstone for a competitive Europe. We
believe that all these efforts will help European organizations to be in the driving seat
of many developments of the Future Internet. This book, already the third in this
series, presents some of the results of this endeavor. The uniqueness of this book lies
in the breadth of the topics, all of them of crucial importance for the Future Internet.
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We sincerely hope that reading it will provide you with a broader view on the Future
Internet efforts and achievements in Europe!

Budapest, May 2011 Luis Rodriguez-Roselld
Mario Campolargo



Preface

1 The Internet Today

Whether we use economic or societal metrics, the Internet is one of the most impor-
tant technical infrastructures in existence today. One easy measure of the Internet’s
impact and importance is the number of Internet users which as of June 2010 was 2
billion'. But of course, this does not give one the full picture. From an economic
viewpoint, in 2010 the revenue of Internet companies in the US alone was over $70
billion®. In Europe, IDC estimated that in 2009 the broader Internet revenues (taking
business usage into account) amounted to €159 billion and that this is projected to
grow to €229 billion by 2014°.

The recent political protests in Egypt give us an indication of the impact the Inter-
net has in societal terms. At the start of the demonstrations in Egypt the Internet was
closed down by the ruling government to hinder the activities of opposition groups.
Later, as the protests were having an effect, a picture emerged in the world’s media of
a protester holding up a placard saying in Arabic “Thank You Facebook®.” Protesters
in Egypt used social media to support communication and the associated Facebook
page had over 80,000 followers at its peak. It is interesting to note that here we are
talking about the power of the Internet in a country where currently Internet penetra-
tion is 21%° compared to say 79% for Germany®.

2 Current Issues

The Internet has recently been in the news with stories covering two main issues
which are commonly known in the Internet research community. Firstly, recent stories
have highlighted the issue of the lack of address space associated with IPV4, which
can cater for 4 billion IP addresses’. Some headlines claim that the IPV4 address
space has already run out®. Technically, the issue has been solved through IPV6 al-
though there is still the matter of encouraging take up.

http://www.internetworldstats.com/stats.htm
http://money.cnn.com/magazines/fortune/fortune500/2010/industries/225/index.html
http://www.fi3p.eu
http://www.mediaite.com/tv/picture-of-the-day-cairo-protester-holds-sign-that-says-
thank-you-facebook/

http://www.internetworldstats.com/africa.htm#eg
http://www.internetworldstats.com/europa.htm#de

http://www.bbc.co.uk/mnews/10105978
http://www.ndtv.com/article/technology/internet-will-run-out-of-ip-addresses-by-friday-
83244
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A second major news item has been on net neutrality, specifically, on legislation
on net neutrality in the US and UK, which take differing views. At the time of writing
the US House of Representatives voted to block a proposal from the Federal Commu-
nications Commission to partially enforce net neutrality’. In the UK at the end of
2010 the Culture Minister, Ed Vaizey, backed a proposal to allow ISPs to manage
traffic, which advocates of net neutrality argued would lead to a “two-speed Inter-
net'’.” Vint Cerf, Sir Tim Berners-Lee and Steve Wozniak (one of the founders of
Apple) have argued in favor of retaining net neutrality''.

These two problems have gained prominence in the world’s media since they are
most directly linked to the political and regulatory spheres. Other issues are centered
on the fact that the Internet was originally designed in a very different context and for
different purposes than it is used today. Of the changes that have occurred in the dec-
ades since the Internet’s inception, the main alterations which are of concern are:

e Volume and nature of data — the sheer volume of Internet traffic and the change
from simple text characters to audio and video and also the demand for very im-
mediate responses. For example, Cisco’s latest forecast predicts that global data
traffic on the Internet will exceed 767 Exabytes by 2014. Online video and high-
definition TV services are expected to dominate this growth. Cisco state that the
average monthly traffic in 2014 will be equivalent to 32 million people continu-
ously streaming the 2009 Avatar film in 3D"%.

e Mobile devices — the Internet can now be accessed from a wide variety of mobile
devices including smart phones, Internet radios, and vehicle navigation systems,
which is a radically different environment from the initial Internet based on physi-
cal links. Data traffic for mobile broadband will double every year until 2014, in-
creasing 39 times between 2009 and 2014".

o Physical objects on the net — small devices enable the emergence of the “Internet
of Things” where practically any physical object can now be on the net sending lo-
cation and local context data when requested.

e Commercial services — as mentioned above the Internet is now a conduit for a
wide variety of commercial services. These business services rely on platforms
which can support a wide variety of business transactions and business processes.

e Societal expectations — in moving from an obscure technology to a fundamental
part of human communication, societal expectations have grown. The general
population demand that the Internet is at least: secure, trustworthy, ubiquitous, ro-
bust, responsive and also upholds privacy.

°  http://online.wsj.com/article/BT-CO-20110217-718244.html

19" http://www.bbc.co.uk/news/uk-politics-11773574

See http://googleblog.blogspot.com/2005/11/vint-cerf-speaks-out-on-net-neutrality.html,
http://www.scientificamerican.com/article.cfm?id=long-live-the-web,

http://www .theatlantic.com/technology/archive/2010/12/steve-wozniak-to-the-fcc-keep-the-
internet-free/68294/
http://www.ispreview.co.uk/story/2010/06/10/cisco-forecasts-quadruple-jump-in-global-
internet-traffic-by-2014.html
http://www.ispreview.co.uk/story/2010/06/10/cisco-forecasts-quadruple-jump-in-global-
internet-traffic-by-2014.html
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3 FIA Overview

This book is based on the research that is carried out within the Future Internet As-
sembly (FIA). FIA is part of the European response to the problems outlined above.
In short, FIAs bring together over 150 research projects that are part of the FP7 Chal-
lenge 1 ICT Programme to strengthen Europe’s Future Internet research activities and
also to maintain the EU’s global competitiveness in the space. The projects are situ-
ated within established units which cover the following areas:

The network of the future

Cloud computing, Internet of services and advanced software engineering
Internet-connected objects

Trustworthy ICT

Networked media and search systems

Socio-economic considerations for the Future Internet

Application domains for the Future Internet

Future Internet research and experimentation (FIRE)

Researchers and practitioners associated with the Future Internet gather at the FIAs
every six months for a dialogue and interaction on topics which cross the above areas.
In conjunction with the meetings the FIA Working Groups sustain activity throughout
the year working toward a common vision for the Future Internet based on scenarios
and roadmaps. Since the opening FIA in the spring of 2008, we have now held FIAs
in the following cities: Bled, Madrid, Prague, Stockholm, Valencia and Ghent, with
the next meetings scheduled for Budapest and Poznan. An overview of FIAs and the
FIA working groups can be found at the EU Future Internet portal: http://www.future-
internet.eu/.

4 Book Overview

This book, the third in the series, contains a sample of the results from the recent
FIAs. Our goal throughout the series has been to support the dissemination of results
to all researchers as widely as possible. Therefore, as with the previous two books, the
content is freely available online as well as in print form'*.

The selection process for the chapters in this text was as follows. In the middle of
2010 a call was issued for abstracts of up to 2 pages covering a relevant Future Inter-
net topic. Accompanying this was a description of the authors indicating their experi-
ence and expertise related to FIA and Challenge 1 projects. Of the 67 abstracts sub-
mitted a subset were selected after each was reviewed by at least two editors, and the
authors were then asked to produce a full chapter. A second reviewing process on the

4 The previous two FIA books can be found online at http://www.booksonline.iospress.nl/
Content/View.aspx?piid=12006 and http://www.booksonline.iospress.nl/Content/View.aspx?
piid=16465.
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full papers, where each chapter was subjected to at least two reviews, resulted in a

final set of 32 chapters being selected.

The book is structured into the following sections each of which is preceded by a

short introduction.

e Foundations

— Architectural Issues

— Socio-economic Issues

— Security and Trust

— Experiments and Experimental Design
e Future Internet Areas

— Networks

— Services

— Content
e Applications

FIA Budapest will be the seventh FIA since the kickoff in Bled and in that time a
community has emerged which continues to collaborate across specific topic areas
with the common goal of investigating the issues related to the creation of a new
global communications platform within a European context. This text holds a sample
of the latest results of these endeavors. We hope that you find the contents valuable.

Budapest, May 2011

John Domingue
Alex Galis
Anastasius Gavras
Theodore Zahariadis
Dave Lambert
Frances Cleary
Petros Daras

Srdjan Krco
Henning Miiller
Man-Sze Li

Hans Schaffers
Volkmar Lotz
Federico Alvarez
Burkhard Stiller
Stamatis Karnouskos
Susanna Avéssta
Michael Nilsson
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Introduction

The Internet has evolved from a slow, person-to-machine, communication channel to
the most important medium for information exchange. Billions of people all over the
world use the Internet for finding, accessing and exchanging information, enjoying
multimedia communications, taking advantage of advanced software services, buying
and selling, keeping in touch with family and friends, to name a few. The success of
the Internet has created even higher hopes and expectations for new applications and
services, which the current Internet may not be able to support to a sufficient level.
On one hand, the increased reliability, availability and interoperability requirements
of the new networked services, and on the other hand the extremely high volumes of
multimedia content challenge the today’s Internet. As a result, the “Future Internet”
research and development threads have been gaining momentum all over the world
and as such the international race to create a new generation Internet is in full swing.

The current Internet has been founded on a basic architectural premise, that is: a
simple network service can be used as a universal means to interconnect both dumb
and intelligent end systems. The simplicity of the current Internet has pushed com-
plexity into the endpoints, and has allowed impressive scale in terms of inter-
connected devices. However, while the scale has not yet reached its limits, the growth
of functionality and the growth of size have both slowed down and may soon reach
both its architectural capability and capacity limits. The current Internet capability
limit will be stressed further by the expected growth, in the next years, in order of
magnitude of more Internet services, the likely increase in the interconnection of smart
objects and items (Internet of Things) and its integration with enterprise applications.

Although the current Internet, as a ubiquitous and universal means for communica-
tion and computation, has been extraordinarily successful, there are still many un-
solved problems and challenges some of which have basic aspects. Many of these
aspects could not have been foreseen when the first parts of the Internet were built,
but these do need to be addressed now. The very success of the Internet is now creat-
ing obstacles to the future innovation of both the networking technology that lies at
the Internet’s core and the services that use it.

We are faced with an Internet that is good at delivering packets, but shows a level
of inflexibility at the network and service layers and a lack of built-in facilities to
support any non-basic functionality.

In order to move forward new architectures that can meet the research and societal
challenges and opportunities of Digital Society are needed. Incremental changes to
existing architectures, which are enhancing the existing Internet, are also of significant
importance. Such new architectures, enhancements related artefacts would be based on:

e Emerging promising concepts, which have the potential reach beyond current
Internet core networking and servicing protocols, components, mechanisms and
requirements.

o Integration models enabling better incorporation and usage of the communication-
centric, information-centric, resource-centric, content-centric, service/computation-
centric, context-centric faces and internet of things-centric facets.
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e Structures and infrastructures for control, configuration, integration, composition,
organisation and federation.

e Unification and higher degree of integration of the communication, storage, con-
tent and computation as the means of enabling change from capacity concerns to-
wards increased and flexible capability with operation control.

e Higher degree of virtualisation for all systems: applications, services, networks,
storage, content, resources and smart objects.

e Fusion of diverse design requirements, which include openness, economic viability,
fairness, scalability, manageability, evolvability and programmability, autonomicity,
mobility, ubiquitous access, usage, security including trust and privacy.

The content of this area includes eight chapters covering some of the above architec-
tural research in Future Internet.

The “Towards a Future Internet Architecture” chapter identifies the fundamental
limitations of Internet, which are not isolated but strongly dependent on each other.
Increasing the bandwidth would significantly help to address or mitigate some of
these problems, but would not solve their root cause. Other problems would neverthe-
less remain unaddressed. The transmission can be improved by utilising better data
processing & handling and better data storage, while the overall Internet performance
would be significantly improved by control & self-* functions. As an overall result
this chapter proposes the following: extensions, enhancements and re-engineering of
today’s Internet protocols may solve several challenging limitations. Yet, addressing
the fundamental limitations of the Internet architecture is a multi-dimensional prob-
lem. Improvements in each dimension combined with a holistic approach of the prob-
lem space are needed.

The “Towards In-Network Clouds in Future Internet” chapter explores the archi-
tectural co-existence of new and legacy services and networks, via virtualisation of
connectivity and computation resources and self-management capabilities, by fully
integrating networking with cloud computing in order to create In-Network Clouds. It
also presents the designs and experiments with a number of In-Network Clouds plat-
forms, which have the aim to create a flexible environment for autonomic deployment
and management of virtual networks and services as experimented with and validated
on large-scale testbeds.

The “Flat Architectures: Towards Scalable Future Internet Mobility” chapter pro-
vides a comprehensive overview and review of the scalability problems of mobile
Internet nowadays and to show how the concept of flat and ultra flat architectures
emerges due to its suitability and applicability for the future Internet. It also aims to
introduce the basic ideas and the main paradigms behind the different flat networking
approaches trying to cope with the continuously growing traffic demands. The analy-
sis of these areas guides the readers from the basics of flat mobile Internet architec-
tures to the paradigm’s complex feature set and power creating a novel Internet archi-
tecture for future mobile communications.

The “Review and Designs of Federated Management in Future Internet Architec-
tures” chapter analyses issues about federated management targeting information
sharing capabilities for heterogeneous infrastructure. An inter-operable, extensible,
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reusable and manageable new Internet reference model is critical for Future Internet
realisation and deployment. The reference model must rely on the fact that high-level
applications make use of diverse infrastructure representations and not use of re-
sources directly. So when resources are not being required to support or deploy ser-
vices they can be used in other tasks or services. As an implementation challenge for
controlling and harmonising these entire resource management requirements, the
federation paradigm emerges as a tentative approach and potentially optimal solution.
This chapter provides, in a form of realistic implementations, research results and
solutions addressing the rationale for federation, and all these activities are developed
under the umbrella of the federated management work in the Future Internet.

The “An Architectural Blueprint for a Real-World Internet” chapter reviews a num-
ber of architectures developed in projects in the area of Real-World Internet (RWI),
Internet of Things (IoT), and Internet Connected Objects. All of these systems are faced
with very similar problems in their design with very limited interoperability among
these systems. To address these issues and to speed up development and deployment
while at the same time reduce development and maintenance costs, reference architec-
tures are an appropriate tool. As reference architectures require agreement among all
stakeholders, they are usually developed through an incremental process. This chapter
presents the current status of the development of a reference architecture for the RWI as
an architectural blueprint.

The “Towards a RESTful Architecture for Managing a Global Distributed Inter-
linked Data-Content-Information Space” chapter analyses the concept of “Content-
Centric” architecture, lying between the Web of Documents and the generalized Web
of Data, in which explicit data are embedded in structured documents enabling consis-
tent support for the direct manipulation of information fragments. It presents the In-
terDataNet (IDN) infrastructure technology designed to allow the RESTful manage-
ment of interlinked information resources structured around documents. IDN deals
with globally identified, addressable and reusable information fragments; it adopts an
URI-based addressing scheme; it provides a simple, uniform Web-based interface to
distributed heterogeneous information management; it endows information fragments
with collaboration-oriented properties, namely: privacy, licensing, security, prove-
nance, consistency, versioning and availability; it glues together reusable information
fragments into meaningful structured and integrated documents without the need of a
predefined schema.

The “A Cognitive Future Internet Architecture” chapter proposes a novel Cognitive
Framework as a reference architecture for the Future Internet (FI), which is based on
so-called Cognitive Managers. The objective of the proposed architecture is twofold.
On one hand, it aims at achieving a full interoperation among the different entities
constituting the ICT environment, by means of the introduction of Semantic Virtual-
ization Enablers. On the other hand, it aims at achieving an internetwork and inter-
layer cross-optimization by means of a set of Cognitive Enablers, which are in charge
of taking consistent and coordinated decisions according to a fully cognitive approach,
availing of information coming from both the transport and the service/content layers of
all networks. Preliminary test studies, realized in a home environment, confirm the
potentialities of the proposed solution.
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The “Title Model Ontology for Future Internet Networks” chapter contributes to
the use of ontologies in the Future Internet, with the proposal of semantic formaliza-
tion of the Entity Title Model. It is also suggested the use of semantic representation
languages in place of protocols.

Alex Galis and Theodore Zahariadis
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Abstract. In the near future, the high volume of content together with new
emerging and mission critical applications is expected to stress the Internet to
such a degree that it will possibly not be able to respond adequately to its new
role. This challenge has motivated many groups and research initiatives world-
wide to search for structural modifications to the Internet architecture in order
to be able to face the new requirements. This paper is based on the results of the
Future Internet Architecture (FIArch) group organized and coordinated by the
European Commission (EC) and aims to capture the group’s view on the Future
Internet Architecture issue.
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Transmission, Control, Design Objectives, EC FIArch group.

1 Introduction

The Internet has evolved from a remote access to mainframe computers and slow
communication channel among scientists to the most important medium for informa-
tion exchange and the dominant communication environment for business relations
and social interactions. Billions of people all over the world use the Internet for find-
ing, accessing and exchanging information, enjoying multimedia communications,
taking advantage of advanced software services, buying and selling, keeping in touch
with family and friends, to name a few. The success of the Internet has created even
higher hopes and expectations for new applications and services, which the current
Internet may not be able to support to a sufficient level. It is expected that the number

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 7-18, 2011.
© The Author(s). This article is published with open access at SpringerLink.com
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of nodes (computers, terminals mobile devices, sensors, etc.) of the Internet will soon
grow to more than 100 billion [1]. Reliability, availability, and interoperability re-
quired by new networked services, and this trend will escalate in the future. There-
fore, the requirement of increased robustness, survivability, and collaborative proper-
ties is imposed to the Internet architecture. In parallel, the advances in video capturing
and content/media generation have led to very large amounts of multimedia content
and applications offering immersive experiences( e.g., 3D videos, interactive envi-
ronments, network gaming, virtual worlds, etc.) compared to the quantity and type of
data currently exchanged over the Internet. Based on [2], out of the 42 Exabytes
(10"*) of consumer Internet traffic likely to be generated every month in 2014, 56%
will be due to Internet video, while the average monthly consumer Internet traffic will
be equivalent to 32 million people streaming Avatar in 3D, continuously, for the en-
tire month.

All these applications create new demands and requirements, which to a certain ex-
tent can be addressed by means of “over-dimensioning” combined with the enhance-
ment of certain Internet capabilities over time. While this can be a satisfactory (al-
though sometimes temporary) solution in some cases, analyses have shown [3],[4]
that increasing the bandwidth on the backbone network will not suffice due to new
qualitative requirements concerning, for example, highly critical services such as e-
health applications, clouds of services and clouds of sensors, new social network
applications like collaborative 3D immersive environments, new commercial and
transactional applications, new location-based services and so on.

In other words, the question is to determine if the architecture and its properties
might become the limiting factor of Internet growth and of the deployment of new
applications. For instance, as stated in [5] “the end-to-end arguments are insufficiently
compelling to outweigh other criteria for certain functions such as routing and con-
gestion control”. On the other hand, the evolution of the Internet architecture is car-
ried out by means of incremental and reactive additions [6], rather than by major and
proactive modifications. Moreover, studies on the impact of research results have
shown that better performance or richer functionality implying an architectural
change define necessary but not sufficient conditions for such change in the Internet
architecture and/or its components. Indeed, the Internet architecture has shown since
so far the capability to overcome such limits without requiring radical architectural
transformation. Hence, before proposing or designing a new Internet Architecture (if a
new one is needed), it is necessary to demonstrate the fundamental limits of the cur-
rent architecture [7]. Thus, scientists and researchers from both the industry and aca-
demia worldwide are working towards understanding these architectural limits so as
to progressively determine the principles that will drive the Future Internet architec-
ture that will adequately meet at least the abovementioned challenges [EIFFEL],
[4WARD], [COAST].

The Future Internet as a global and common communication and distributed infor-
mation system may be considered from various interrelated perspectives: the net-
works and shared infrastructure perspective, the services and application perspective
as well as the media and content perspective. Significant efforts world-wide have
already been devoted to investigate some of its pillars [8] [9] [10] [11] [12] [13]. In
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Europe, a significant part of the Information and Communication Technology (ICT)
of the Framework Program 7 is devoted to the Future Internet [14]. Though many
proposals for a Future Internet Architecture have already been developed, no specific
methodology to evaluate the efficiency (and the need) for such architecture proposals
exist. The purpose of this paper is to capture the view of the Future Internet Architec-
ture (FIArch) group organized and coordinated by the European Commission.

Since so far, the FIArch group has identified and reached some understanding and
agreement on the different types of limitations of the Internet and its architecture.
Interested readers may also refer to [15] for more information'.

2 Definitions

Before describing the approach followed by the FIArch Group, we define the terms
used in our work. Based on [16], we define as “architecture” a set of functions, states,
and objects/information together with their behavior, structure, composition, relation-
ships and spatio-temporal distribution. The specification of the associated functional,
object/ informational and state models leads to an architectural model comprising a
set of components (i.e. procedures, data structures, state machines) and the characteri-
zation of their interactions (i.e. messages, calls, events, etc.).

We also qualify as a “fundamental limitation” of the Internet architecture a func-
tional, structural, or performance restriction or constraint that cannot be effectively
resolved with current or clearly foreseen “architectural paradigms” as far as our un-
derstanding/knowledge goes. On the other hand, we define as “challenging limitation”
a functional, structural, or performance restriction or constraint that could be resolved as
far as our understanding/knowledge goes by replacing and/or adding/removing a com-
ponent of the architecture so that this would in turn change the global properties of the
Internet architecture (e.g. separation of the locator and identifier role of IP addresses).

In the following, we use the term “data” to refer to any organized group of bits
a.k.a. data packets, data traffic, information, content (audio, video, multimedia), etc.
and the term “service” to refer to any action performed on data or other services and
the related Application Programming Interface (API).” Note however that this docu-
ment does not take position on the localization and distribution of these APIs.

3 Analysis Approach

Since its creation, the Internet is driven by a small set of fundamental design princi-
ples rather than a formal architecture that is created on a whiteboard by a standardiza-
tion or research group. Moreover, the necessity for backwards compatibility and the
trade-off between Internet redesign and proposing extensions, enhancements and re-
engineering of today’s Internet protocols are heavily debated.

! Interested readers may also search for updated versions at the FIArch site:

http://ec.europa.eu/information_society/activities/foi/research/fiarch/index_en.htm

2 The definition of service does not include the services offered by humans using the Internet
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The emergence of new needs at both functional and performance levels, the cost
and complexity of Internet growth, the existing and foreseen functional and perform-
ance limitations of the Internet’s architectural principles and design model put the
following elementary functionalities under pressure:

o Processing/handling of “data”: refers to forwarders (e.g. routers, switches, etc.),
computers (e.g., terminals, servers, etc.), CPUs, etc. and handlers (software pro-
grams/routines) that generate and treat as well as query and access data.

o Storage of “data”: refers to memory, buffers, caches, disks, etc., and associated
logical data structures.

o Transmission of “data”: refers to physical and logical transferring/exchange of data.

o Control of processing, storage, transmission of systems and functions: refers to
the action of observation (input), analysis, and decision (output) whose execution
affects the running conditions of these systems and functions. Note that by using
these base functions, the data communication function can be defined as the com-
bination of processing, storage, transmission and control functions applied to
“data”. The term control is used here to refer to control functionality but also man-
agement functionality, e.g. systems, networks, services, etc.

For each of the above functionalities, the FIArch group has tried to identify and ana-
lyze the presumed problems and limitations of the Internet. This work was carried out
by identifying an extensive list of limitations and potentially problematic issues or
missing functionalities, and then selecting the ones that comply with the aforemen-
tioned definition of a fundamental limitation.

3.1 Processing and Handling Limitations
The fundamental limitations that have been identified in this category are:

i. The Internet does not allow hosts to diagnose potential problems and the network
offers little feedback for hosts to perform root cause discovery and analysis. In to-
day's Internet, when a failure occurs it is often impossible for hosts to describe the
failure (what happened?) and determine the cause of the failure (why it hap-
pened?), and which actions to take to actually correct it. The misbehavior that may
be driven by pure malice or selfish interests is detrimental to the cooperation be-
tween Internet users and providers. Non-intrusive and non-discriminatory means
to detect misbehavior and mitigate their effects while keeping open and broad ac-
cessibility to the Internet is a limitation that is crucial to overcome [16].

ii. Lack of data identity is damaging the utility of the communication system. As a
result, data, as an ‘economic object’, traverses the communication infrastructure
multiple times, limiting its scaling, while lack of content ‘property rights’ (not
only author- but also usage-rights) leads to the absence of a fair charging model.

iii. Lack of methods for dependable, trustworthy processing and handling of network
and systems infrastructure and essential services in many critical environments,
such as healthcare, transportation, compliance with legal regulations, etc.
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iv. Real-time processing. Though this is not directly related to the Internet Architec-

3.2

ture itself, the limited capability for processing data on a real-time basis poses
limitations in terms of the applications that can be deployed over the Internet. On
the other hand, many application areas (e.g. sensor networks) require real-time
Internet processing at the edges nodes of the network.

Storage Limitations

The fundamental restrictions that have been identified in this category are:

1.

il.

Lack of context/content aware storage management.: Data are not inherently asso-
ciated with knowledge of their context. This information may be available at the
communication end-points (applications) but not when data are in transit. So, it is
not feasible to make efficient storage decisions that guarantee fast storage man-
agement, fast data mining and retrieval, refreshing and removal optimized for dif-
ferent types of data [18].

Lack of inherited user and data privacy: In case data protection/ encryption meth-
ods are employed (even using asymmetric encryption and public key methods),
data cannot be efficiently stored/handled. On the other hand, lack of encryption,
violates the user and data privacy. More investigations into the larger privacy and
data-protection ecosystem are required to overcome current limits of how current
information systems deal with privacy and protection of information of users, and
develop ways to better respect the needs and expectations [30], [31], [32]

iii. Lack of data integrity, reliability and trust, targeting the security and protection of

data; this issue covers both unintended disclosure and damage to integrity from
defects or failures, and vulnerabilities to malicious attacks.

iv. Lack of efficient caching & mirroring: There is no inherited method for on-path

33

caching along the communication path and mirroring of content compared to off-
path caching that is currently widely used (involving e.g. connection redirection).
Such methods could deal with issues like flash crowding, as the onset of the phe-
nomenon will still cause thousands of cache servers to request the same docu-
ments from the original site of publication.

Transmission Limitations

The fundamental restrictions that have been identified in this category are:

1.

Lack of efficient transmission of content-oriented traffic: Multimedia content-
oriented traffic comprises much larger volumes of data as compared to any other
information flow, while its inefficient handling results in retransmission of the
same data multiple times. Content Delivery Networks (CDN) and more generally
architectures using distributed caching alleviate the problem under certain condi-
tions but can’t extend to meet the Internet scale [19]. Transmission from central-
ized locations creates unnecessary overheads and can be far from optimal when
massive amounts of data are exchanged.
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ii. Lack of integration of devices with limited resources to the Internet as autono-

mous addressable entities. Devices in environments such as sensor networks or
even nano-networks/smart dust as well as in machine-to-machine (M2M) envi-
ronments operate with such limited processing, storage and transmission capacity
that only partly run the protocols necessary in order to be integrated in the Internet
as autonomous addressable entities.

Security requirements of the transmission links: Communications privacy does not
only mean protecting/encrypting the exchanged data but also not disclosing that
communication took place. It is not sufficient to just protect/encrypt the data (in-
cluding encryption of protocols/information/content, tamper-proof applications
etc) but also protect the communication itself, including the relation/interaction
between (business or private) parties.

34 Control Limitations

The fundamental limitations that have been identified in this category are:

i.

il.

Lack of flexibility and adaptive control’*. In the current Internet model, design of
IP (and more generally communication) control components have so far being
driven exclusively by 1) cost/performance ratio considerations and ii) pre-defined,
static, and open loop control processes. The first limits the capacity of the system
to adapt/react in a timely and cost-effective manner when internal or external
events occur that affect its value delivery; this property is referred to as flexibility
[20][21]. Moreover, the current trend in unstructured addition of ad-hoc function-
ality to partly mitigate this lack of flexibility has resulted in increased complexity
and (operational and system) cost of the Internet. Further, to maintain/sustain or
even increase its value delivery over time, the Internet will have to provide flexi-
bility in its functional organization, adaptation, and distribution. Flexibility at run
time is essential to cope with the increasing uncertainty (unattended and unex-
pected events) as well as breadth of expected events/ running conditions for which
it has been initially designed. The latter results in such a complexity that leaves no
possibility for individual systems to adapt their control decisions and tune their
execution at running time by taking into account their internal state, its activ-
ity/behavior as well as the environment/external conditions.

Improper segmentation of data and control. The current Internet model segments
(horizontally) data and control, whereas from its inception the control functional-
ity has a transversal component. Thus, on one hand, the IP functionality isn't lim-
ited anymore to the “network layer”, and on the other, IP is not totally decoupled
from the underlying “layers” anymore (by the fact IP/MPLS and underlying layers

Some may claim that this limitation is “very important” or “very challenging” but not a
“fundamental” one. As we consider it significant anyway, we include it here for the sake of
completeness.

This limitation is often named by the potential approach aimed to address it, including
autonomic networking, self-mamagenent, etc. However, none of them has shown ability to
support flexibility at run time to cope with increasing uncertainty (since the control
processes they accommodate are still those pre-determined at design time).
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share the same control instance). Hence, the hour-glass model of the Internet does
not account for this evolution of the control functionality when considered as part
of the design model.

iii. Lack of reference architecture of the IP control plane. The 1P data plane is itself

relatively simple but its associated control components are numerous and sometimes
overlapping, as a result of the incremental addition of ad-hoc control components
over time, and thus their interactions are becoming more and more complex. This
leads to detrimental effects for the controlled entities, e.g., failures, instability, in-
consistency between routing and forwarding (leading to e.g. loops) [22][23].

iv. Lack of efficient congestion control. Congestion control cannot be realized as a pure

3.5

end-to-end function: congestion is an inherent network phenomenon that can only be
resolved efficiently by some cooperation of end-systems and the network, since it is
a shared communication infrastructure. Hence, substantial benefit could be expected
by further assistance from the network, but, on the other hand, such network support
could lead to duplication of functions, which may harmfully interact with end-to-end
principle and resulting protocol mechanisms. Addressing effectively the trade-off of
network support without decreasing its scaling properties by requiring maintenance
of per-flow state is one of the Internet’s main challenges [16].

Limitations That May Fall in More than One Category

Certain fundamental limitations of current Internet may fall in more than one category.
Examples of such limitations include:

i.

ii.

Traffic growth vs heterogeneity in capacity distribution: Hosts connected to the
Internet do not have the possibility to enforce the path followed by their traffic.
Hence, even if multiple alternatives to reach a given destination would be offered
to the host, they are unable to enforce their decision across the network. On the
other hand, as the Internet enables any-to-any connectivity, there is no effective
means to predict the spatial distribution of the traffic within a timescale that would
allow providers to install needed capacity when required or at least expected to
prevent overload of certain network segments. This results into serious capacity
shortage (and thus congestion) over certain segments of the network. Especially,
the traffic exchange points (as well as certain international and the transatlantic
links) are in many cases significantly overloaded. In some cases, building out
more capacity to handle this new congestion may be infeasible or unwarranted.
Two main types of limitations are seen in this respect: i) not known scalable
means to overcome the result of network infrastructure abstraction, and ii) those
related to congestion and diagnosability. These are related to at least the base
functions of control and processing/handling.

The current inter-domain routing system is reaching fundamental limits in terms
of routing table scalability but also adaptation to topology and policy dynamics
(perform efficiently under dynamic network conditions) that in turn impact its
convergence, and robustness/stability properties. Both dimensions increase mem-
ory requirements but also the processing capacity of routing engines [23][7] Re-
lated projects: [EULER] [ResumeNet].
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vi.
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Scaling to deal with flash crowding. The huge number of (mobile) terminals com-
bined with a sudden peak in demand for a particular piece of data may result in
phenomena that cannot be handled; such phenomena can be related at to all the
base functions.

. The amount of foreseen data and information’ requires significant processing

power / storage / bandwidth for indexing / crawling and (distributed) querying
and also solutions for large scale / real-time data mining / social network analysis,
so as to achieve successful retrieval and integration of information from an ex-
tremely high numer of sources across the network. All the aforementioned issues
imply the need for addressing new architectural challenges capable to cope with
the fast and scalable identification and discovery of and access to data. The expo-
nential growth of information makes it increasingly harder to identify relevant in-
formation (“‘drowning in information while starving for knowledge”). This infor-
mation overload becomes more and more acute and existing search and recom-
mendation tools are not filtering and ranking the information adequately and lack
the required granularity (document-level vs. individual information item).

Security of the whole Internet Architecture. The Internet architecture is not intrin-
sically secure and is based on add-ons to, e.g. protocols, to secure itself. The con-
sequence is that protocols may be secure but the overall architecture is not self-
protected against malicious attacks.

Support of mobility when using IP address as both network and host identifier but
also TCP connection identifier results in Transmission Control Protocol (TCP) con-
nection continuity problem. Its resolution requires decoupling between the identifier
of the position of the mobile host in the network graph (network address) from the
identifier used for the purpose of TCP connection identification. Moreover, when
mobility is enabled by wireless networks, packets can be dropped because of corrup-
tion loss (when the wireless link cannot be conditioned to properly control its error
rate or due to transient wireless link interruption in areas of poor coverage), render-
ing the typical reaction of congestion control mechanism of TCP inappropriate. As a
result, non-congestive loss may be more prevalent in these networks due to corrup-
tion loss. This limitation results from the existence of heterogeneous links, both
wired and wireless, yielding a different trade-off between performance, efficiency
and cost, and affecting several base functions again.

Design Objectives

The purpose of this section is to document the design objectives that should be met by
the Internet architecture. We distinguish between “high-level” and “low-level” design
objectives. High-level objectives refer to the cultural, ethical, socio-economic, but
also technological expectations to be met by the Internet as global and common in-
formation communication system. High-level objectives are documented in [15]. By
low-level design objectives, we mean here the functional and performance properties

as

well as the structural and quality properties that the architecture of this global and

5

Eric Schmidt, the CEO of Google, the world’s largest index of the Internet, estimated the
size at around 5 million terabytes of data (2005). Eric commented that Google has indexed
roughly 200 terabytes of that is 0,004% of the total size.
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common information communication system is expected to meet. From the previous
sections, some of low-level objectives are met and others are not by the (present)
architecture of the Internet. We also emphasize here that these objectives are com-
monly shared by the Internet community at large

The remaining part of this Section translates a first analysis of the properties that
should be met by the Internet architecture starting from the initial of objectives as
enumerated in various references (see [27], [28], [29]). One of the key challenges is
thus to determine the necessary addition/improvement of current architecture princi-
ples and the improvement (or even removal of architectural components needed to
eliminate or at least tangibly mitigate/avoid the known effects of the fundamental
limitations. It is to be emphasized that a great part of research activities in this domain
consists in identifying hidden relationships and effects.

As explained in [27], the Internet architecture has been structured around eight
foundational objectives: i) to connect existing networks, ii) survivability, iii) to sup-
port multiple types of services, iv) to accommodate a variety of physical networks, v)
to allow distributed management, vi) to be cost effective, vii) to allow host attachment
with a low level of effort and, viii) to allow resource accountability. Moreover, RFC
1287, published in 1991 by the IAB [36], underlines that the Internet architecture
needs to be able to scale to 10° IP networks recognizing the need to add scalability as
a design objective. In this context, the followed approach consists of starting from the
existing Internet design objectives compared to the approach that would consist of
applying a tabula rasa approach, i.e., completely redefine from scratch the entire set of
Internet design objectives.

Based on previous sections, the present section describes the design objectives that
are currently met, partly met or not met at all by the current architecture. In particular,
the low-level design objectives of the architecture are to provide:

o Accessibility (open and by means of various/heterogeneous wireless/radio and
wired interfaces) to the communication network but also to heterogeneous data, ap-
plications, and services, nomadicity, and mobility (while providing means to main-
tain continuity of application communication exchanges when needed). Accessibility
and nomadicity are currently addressed by current Internet architecture. On the other
hand, mobility is still realized in most cases by means of dedicated/separated archi-
tectural components instead of Mobile IP. see Subsection 3.5. Point 6

o Accountability of resource usage and security without impeding user privacy,
utility and self-arbitration: see Subsection.3.1.Point.2

e Manageability, implying distributed, organic, automated, and autonomic/self-
adaptive operations: see Subsection 3.5 and Diagnosability (i.e. root cause detec-
tion and analysis): see Subsection.3.1.Point.1

o Transparency, i.e. the terminal/host is only concerned with the end-to-end service;
in the current Internet this service is the connectivity even if the notion of “service”
is not embedded in the architectural model of the Internet: initially addressed but
loosing ground.

e Distribution of processing, storage, and control functionality and autonomy
(organic deployment): addressed by current architecture; concerning storage and
processing, several architectural enhancements might be required, e.g. for the inte-
gration of distributed but heterogeneous data and processes.
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e Scalability, including routing and addressing system in terms of number of
hosts/terminals, number of shared infrastructure nodes, etc. and management sys-
tem: - see Subsection.3.5.Point.2

o Reliability, referring here to the capacity of the Internet to perform in accordance
to what it is expected to deliver to the end-user/hosts while coping with a growing
number of users with increasing heterogeneity in applicative communication needs.

o Robustness/stability, resiliency, and survivability: see Subsection.3.5.Point.2

e Security: see Subsection.3.5 point 5, Subsection 3.1.Point.2 and 3.

o Generality e.g. support of plurality of applications and associated data traffic such as
non/real-time streams, messages, etc., independently of the shared infrastructure par-
titioning/divisions, and independently of the host/terminal: addressed and to be rein-
forced (migration of mobile network to IPv6 Internet, IPTV moving to Internet TV,
etc.) otherwise leading to segmentation and specialization per application/service.

o Flexibility, i.e. capability to adapt/react in a timely and cost-effective manner upon
occurrence of internal or external events that affect its value delivery, and Evo-
lutivity (of time variant components): not addressed see Subsection 3.4.Point.1.

o Simplicity and cost-effectiveness: deeper analysis is needed but simplicity seems
to be progressively decreasing see Section 3.4 Point 3. Note that simplicity is ex-
plicitly added as a design objective to -at least- prevent further deterioration of the
complexity of current architecture (following the “Occam's razor principle”). In-
deed, lowering complexity for the same level of performance and functionality at a
given cost is a key objective.

o Ability to offer information-aware transmission and distribution: Subsection 3.3,
Point 1, and Subsection 3.5, Point 4.

5 Conclusions

In this article we have identified fundamental limitations of Internet architecture fol-
lowing a systematic investigation thereof from a variety of different viewpoints.
Many of the identified fundamental limitations are not isolated but strongly dependent
on each other. Increasing the bandwidth would significantly help to address or miti-
gate some of these problems, but would not solve their root cause. Other problems
would nevertheless remain unaddressed. The transmission can be improved by utiliz-
ing better data processing and handling (e.g. network coding, data compression,
intelligent routing) and better data storage (e.g. network/terminals caches, data cen-
ters/mirrors etc.), while the overall Internet performance would be significantly im-
proved by control and self-* functions. As an overall finding we may conclude the
following: Extensions, enhancements and re-engineering of today’s Internet pro-
tocols may solve several challenging limitations. Yet, addressing the fundamental
limitations of the Internet architecture is a multi-dimensional and challenging
research topic. While improvements are needed in each dimension, these should
be combined by undertaking a holistic approach of the problem space.
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Abstract. One of the key aspect fundamentally missing from the current Inter-
net infrastructure is an advanced service networking platform and facilities,
which take advantage of flexible sharing of available connectivity, computation,
and storage resources. This paper aims to explore the architectural co-existence
of new and legacy services and networks, via virtualisation of connectivity and
computation resources and self-management capabilities, by fully integrating
networking with cloud computing in order to create In-Network Clouds. It also
presents the designs and experiments with a number of In-Network Clouds plat-
forms, which have the aim to create a flexible environment for autonomic de-
ployment and management of virtual networks and services as experimented
with and validated on large-scale testbeds.

Keywords: In-Network Clouds, Virtualisation of Resources, Self-Management,
Service plane, Orchestration plane and Knowledge plane.

1 Introduction

The current Internet has been founded on a basic architectural premise, that is: a sim-
ple network service can be used as a universal means to interconnect both dumb and
intelligent end systems. The simplicity of the current Internet has pushed complexity
into the endpoints, and has allowed impressive scale in terms of inter-connected de-
vices. However, while the scale has not yet reached its limits [1, 2], the growth of
functionality and the growth of size have both slowed down and may soon reach both
its architectural capability and capacity limits. Internet applications increasingly re-
quire a combination of capabilities from traditionally separate technology domains to
deliver the flexibility and dependability demanded by users. Internet use is expected
to grow massively over the next few years with an order of magnitude more Internet
services, the interconnection of smart objects from the Internet of Things, and the
integration of increasingly demanding enterprise and societal applications.

The Future Internet research and development trends are covering the main focus
of the current Internet, which is connectivity, routing, and naming as well as defining

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 19-33, 2011.
© The Author(s). This article is published with open access at SpringerLink.com.
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and design of all levels of interfaces for Services and for networks’ and services’
resources. As such, the Future Internet covers the complete management and full
lifecycle of applications, services, networks and infrastructures that are primarily
constructed by recombining existing elements in new and creative ways.

The aspects which are fundamentally missing from the current Internet infrastruc-
ture, include the advanced service networking platforms and facilities, which take
advantage of flexible sharing of available resources (e.g. connectivity, computation,
and storage resources).

This paper aims to explore the architectural co-existence of new and legacy ser-
vices and networks, via virtualisation of resources and self-management capabilities,
by fully integrating networking [4, 8, 10, 15] with cloud computing [6, 7, 9] in order
to produce In-Network Clouds. It also presents the designs and experiments with a
number of In-Network Clouds platforms [9, 10], which have the aim to create a flexi-
ble environment for autonomic deployment and management of virtual networks and
services as experimented with and validated on large-scale testbeds [3].

2 Designs for In-Network Clouds

Due to the existence of multiple stakeholders with conflicting goals and policies,
modifications to the existing Internet are now limited to simple incremental updates
and deployment of new technology is next to impossible and very costly. In-Network
clouds have been proposed to bypass this ossification as a diversifying attribute of the
future inter-networking and inter-servicing paradigm. By allowing multiple heteroge-
neous network and service architectures to cohabit on a shared physical substrate, In-
Network virtualisation provides flexibility, promotes diversity, and promises security
and increased manageability.

We define In-Network clouds as an integral part of the differentiated Future Inter-
net architecture, which supports multiple computing clouds from different service
providers operating on coexisting heterogeneous virtual networks and sharing a com-
mon physical substrate of communication nodes and servers managed by multiple
infrastructure providers. By decoupling service providers from infrastructure provid-
ers and by integrating computing clouds with virtual networks the In-Network clouds
introduce flexibility for change.

In-Network Network and Service Clouds can be represented by a number of dis-
tributed management systems described with the help of five abstractions: Virtualisa-
tion Plane (VP), Management Plane (MP), Knowledge Plane (KP), Service Plane
(SP), and Orchestration Plane (OP) as depicted in Fig. 1.

These planes are new higher-level artefacts, used to make the Future Internet of
Services more intelligent, with embedded management functionality. At a logical
level, the VMKSO planes gather observations, constraints and assertions, and apply
rules to these in order to initiate proper reactions and responses. At the physical level,
they are embedded and execute on network hosts, devices, attachments, and servers
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Fig. 1. In-Network Cloud Resources

within the network. Together these distributed systems form a software-driven net-
work control infrastructure that will run on top of all current networks (i.e. fixed,
wireless, and mobile networks) and service physical infrastructures in order to pro-
vide an autonomic virtual resource overlay.

2.1 Service Plane Overview

The Service Plane (SP) consists of functions for the automatic (re-) deployment of
new management services, protocols, as well as resource-facing and end-user facing
services. It includes the enablers that allow code to be executed on the network enti-
ties. The safe and controlled deployment of new code enables new services to be
activated on-demand. This approach has the following advantages:

e Service deployment takes place automatically and allows a significant number of
new services to be offered on demand;

o [t offers new, flexible ways to configure network entities that are not based on
strict configuration sets;

e Services that are not used can be automatically disabled. These services can be
enabled again on-demand, in case they are needed;

o [t eases the deployment of network-wide protocol stacks and management services;

e [t enables secure but controlled execution environments;

o [t allows an infrastructure that is aware of the impact on the existing services of a
new deployment;

o [t allows optimal resource utilization for the new services and the system.



22 A. Galis et al.

2.2 Orchestration Plane Overview

The purpose of the Orchestration Plane is to coordinate the actions of multiple auto-
nomic management systems in order to ensure their convergence to fulfil applicable
business goals and policies. It supervises and it integrates all other planes’ behaviour
ensuring integrity of the Future Internet management operations. The Orchestration
Plane can be thought of as a control framework into which any number of compo-
nents can be plugged into, in order to achieve the required functionality. These com-
ponents could have direct interworking with control algorithms, situated in the control
plane of the Internet (i.e. to provide real time reaction), and interworking with other
management functions (i.e. to provide near real time reaction).

The Orchestration Plane is made up of one or more Autonomic Management Sys-
tems (AMS), one or more Distributed Orchestration Components (DOC), and a dy-
namic knowledge base consisting of a set of information models and ontologies and
appropriate mapping logic and buses. Each AMS represents an administrative and/or
organisational boundary that is responsible for managing a set of devices, subnet-
works, or networks using a common set of policies and knowledge. The Orchestration
Plane acts as control workflow for all AMS ensuring bootstrapping, initialisation,
dynamic reconfiguration, adaptation and contextualisation, optimisation, organisation,
and closing down of an AMS. It also controls the sequence and conditions in which
one AMS invokes other AMS in order to realize some useful function (i.e., an orches-
tration is the pattern of interactions between AMS). An AMS collects appropriate
monitoring information from the virtual and non-virtual devices and services that it is
managing, and makes appropriate decisions for the resources and services that it gov-
erns, either by itself (if its governance mode is individual) or in collaboration with
other AMS (if its governance mode is distributed or collaborative), as explained in the
next section. The OP is build on the concepts identified in [13], however it differs in
several essential ways:

e Virtual resources and services are used.

e Service Lifecycle management is introduced.

e The traditional management plane is augmented with a narrow knowledge plane,
consisting of models and ontologies, to provide increased analysis and inference
capabilities.

e Federation, negotiation, distribution, and other key framework services are pack-
aged in a distributed component that simplifies and directs the application of those
framework services to the system.

The Distributed Orchestration Component (DOC) provides a set of framework net-
work services. Framework services provide a common infrastructure that enables all
components in the system under the scope of the Orchestration Plane to have
plug and play and unplug_and play behaviour. Applications compliant with these
framework services share common security, metadata, administration, and manage-
ment services. The DOC enables the following functions across the orchestration
plane: federation, negotiation, distribution and governance. The federation functional-
ity of the OP is represented by the composition/decomposition of networks & services
under different domains. Since each domain may have different SLAs, security and
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administrative policies, a federation function would trigger a negotiation between
domains and the re-deployment of service components in the case that the new poli-
cies and high level goals of the domain are not compatible with some of the deployed
services. The negotiation functionality of the OP enables separate domains to reach
composition/ decomposition agreements and to form SLAs for deployable services.
The distribution functionality of the OP provides communication and control services
that enable management tasks to be split into parts that run on multiple AMSs within
the same domain. The distribution function controls the deployment of AMSs and
their components. The governance functionality of the OP monitors the consistency of
the AMSs’ actions, it enforces the high level policies and SLAs defined by the DOCs
and it triggers for federation, negotiation and distribution tasks upon noncompliance.

The OP is also supervising the optimisation and the distribution of knowledge
within the Knowledge Plane to ensure that the required knowledge is available in the
proper place at the proper time. This implies that the Orchestration Plane may use
very local knowledge to deserve a real time control as well as a more global knowl-
edge to manage some long-term processes like planning.

2.3 Virtualisation Plane Overview

Virtualisation hides the physical characteristics [14, 16] of the computing and net-
working resources being used, from its applications and users. This paper uses system
virtualisation to provide virtual services and resources. System virtualisation separates
an operating system from its underlying hardware resources; resource virtualisation
abstracts physical resources into manageable units of functionality. For example, a
single physical resource can appear as multiple virtual resources (e.g., the concept of
a virtual router, where a single physical router can support multiple independent rout-
ing processes by assigning different internal resources to each routing process); alter-
natively, multiple physical resources can appear as a single physical resource (e.g.,
when multiple switches are “stacked” so that the number of switch ports increases,
but the set of stacked switches appears as a single virtual switch that is managed as a
single unit). Virtualisation enables optimisation of resource utilisation. However, this
optimisation is confined to inflexible configurations within a single administrative
domain. This paper extends contemporary virtualisation approaches and aims at build-
ing an infrastructure in which virtual machines can be dynamically relocated to any
physical node or server regardless of location, network, and storage configurations
and of administrative domain.

The virtualisation plane consists of software mechanisms to abstract physical re-
sources into appropriate sets of virtual resources that can be organised by the Orches-
tration Plane to form components (e.g., increased storage or memory), devices (e.g., a
switch with more ports), or even networks. The organisation is done in order to realise
a certain business goal or service requirement. Two dedicated interfaces are needed:
the vSPI and the vCPI (Virtualisation System Programming Interface and Virtualisa-
tion Component Programming Interface, respectively). A set of control loops is
formed using the vSPI and the vCPI, as shown in Figure 2.
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Fig. 2. Virtualisation Control Loop

Virtualisation System Programmability Interface (vSPI). The vSPI is used to
enable the Orchestration Plane (and implicitly the AMS and DOC that are part of a
given Orchestration Plane) to govern virtual resources, and to construct virtual ser-
vices and networks that meet stated business goals having specified service require-
ments. The vSPI contains the “macro-view” of the virtual resources that a particular
Orchestration Plane governs, and is responsible for orchestrating groups of virtual
resources in response to changing user needs, business requirements, and environ-
mental conditions. The low-level configuration (i.e., the “micro-view”) of a virtual
resource is provided by the vCPI. For example, the vSPI is responsible for informing
the AMS that a particular virtual resource is ready for use, whereas the vCPI is re-
sponsible for informing the AMS that a particular virtual resource has been success-
fully reconfigured. The governance is performed by the set of AMS that are responsi-
ble for managing each component or set of components; each AMS uses the vSPI to
express its needs and usage of the set of virtual resources to which it has access. The
vSPI is responsible for determining what portion of a component (i.e., set of virtual
resources) is allocated to a given task. This means that all or part of a virtual resource
can be used for each task, providing an optimised partitioning of virtual resources
according to business need, priority and other requirements. Composite virtual ser-
vices can thus be constructed using all or part of the virtual resources provided by
each physical resource.

Virtualisation Component Programming Interface (vCPI). Each physical resource
has an associated and distinct vCPI. The vCPI is fulfilling two main functions: moni-
toring and management. The management functionality enables the AMS to manage
the physical resource, and to request virtual resources to be constructed from that
physical resource by the vCPI of the Virtualisation Plane. The AMS sends abstract
(i.e., device-independent) commands via the vCPI, which are translated into device-
and vendor-specific commands that reconfigure the physical resource (if necessary)
and manage the virtual resources provided by that physical resource. The vCPI also
provides monitoring information from the virtual resources back to the AMS that
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controls that physical resource. Note that the AMS is responsible for obtaining man-
agement data describing the physical resource. The vCPI is responsible for providing
dynamic management data to its governing AMS that states how many virtual re-
sources are currently instantiated, and how many additional virtual resources of what
type can be supported.

2.4 Knowledge Plane Overview

The Knowledge Plane was proposed by Clark et al. [1] as a new dimension to a net-
work architecture, contrasting with the data and control planes; its purpose is to pro-
vide knowledge and expertise to enable the network to be self-monitoring, self-
analysing, self-diagnosing and self-maintaining. A narrow functionality Knowledge
Plane (KP), consisting of context data structured in information models and ontolo-
gies, which provide increased analysis and inference capabilities is the basis for this
paper. The KP brings together widely distributed data collection, wide availability of
that data, and sophisticated and adaptive processing or KP functions, within a unify-
ing structure. Knowledge extracted from information/data models forms facts.
Knowledge extracted from ontologies is used to augment the facts, so that they can be
reasoned about. Hence, the combination of model and ontology knowledge forms a
universal lexicon, which is then used to transform received data into a common form
that enables it to be managed. The KP provides information and context services as
follows:

¢ information-life cycle management, which includes storage, aggregation, transfor-
mations, updates, distribution of information;

o triggers for the purpose of contextualisation of management systems (supported by
the context model of the information model);

e support for robustness enabling the KP to continue to function as best possible,
even under incorrect or incomplete behaviour of the network itself;

e support of virtual networks and virtual system resources in their needs for local
control, while enabling them to cooperate for mutual benefit in more effective net-
work management.

The goal of making the control functions of Networks context-aware is therefore
essential in guaranteeing both a degree of self-management and adaptation as well as
supporting context-aware communications that efficiently exploit the available net-
work resources. Furthermore, context-aware networking enables new types of appli-
cations and services in the Future Internet.

Context Information Services. The Context Information Service Platform (CISP),
within the KP, has the role of managing the context information, including its distri-
bution to context clients/consumers. Context clients are context-aware services, either
user-facing services or network management services, which make use of or/and
adapt themselves to context information. Network services are described as the ser-
vices provided by a number of functional entities (FEs), and one of the objectives of
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this description is to investigate how the different FEs can be made context-aware, i.e.
act as context clients. The presence of CISP functionality helps to make the interac-
tions between the different context sources and context clients simpler and more effi-
cient. It acts as a mediating unit and reduces the numbers of interactions and the over-
head control traffic. CISP is realised by four basic context-specific functional entities:
(i) the Context Executive (CE) Module which interfaces with other entities/context
clients, (ii) the Context Processing (CP) Module which implements the core internal
operations related to the context processing, (iii) the Context Information Base (CIB)
which acts as a context repository, and (iv) the Context Flow Controller (CFC) which
performs context flow optimization activities (see Fig. 3).

=

Fig. 3. Context Information Service Platform

The Context Executive Module (CE) is introduced to meet the requirements of creat-
ing a gateway into the CISP architecture and deals with indexing, registering, author-
ising and resolving context names into context or location addresses. Furthermore, the
CE meets the requirements of context collection, context dissemination, interfaces
with the Context Information Base and supports for access control. The Context Proc-
essing Module (CP) is responsible for the context management, including context
aggregation, estimation and creation of appropriate context associations between
clients and sources. The context association allows the CISP to decide where a spe-
cific context should be stored. Furthermore, the CP collects statistics about context
usage. We note that these context statistics should be optimised in terms of memory
usage for scalability purposes. In practice, the CP creates meta-context from context
using mechanisms that exploit the business requirements, other forms of context and
context usage statistics. The meta-context carries information that supports better the
self-management functionalities of the context-aware applications. In general, the CE
module is responsible for the communication of the CISP with the other management
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applications/components and the CP module for the optimisation of the context in-
formation. The Context Information Base (CIB) provides flexible storage capabilities,
in support of the Context Executive and Context Processor modules. Context is dis-
tributed and replicated within the domain in order to improve the performance of
context lookups. The CIB stores information according to a common ontology. The
Context Flow Controller configures the Context Processing and Context Executive
Modules based on the requirements of the Management Application and the general
guidelines from the Orchestration Plane. These configuration settings are enabling
certain behaviours in terms of context flow optimization with respect to these guide-
lines.

Fig. 4. The Context Collection Component

Context Collection Points. The Context Collection Points (CCP) act as sources of
information: they monitor hardware and software for their state, present their capabili-
ties, or collect configuration parameters. A monitoring mechanism and framework
was developed to gather measurements from relevant physical and virtual resources
and CCPs for use within the CISP. It also offers control mechanisms of the relevant
probes and it also controls the context aggregation points (CAP). Such a monitoring
framework has to have a minimal runtime foot—print, avoiding to be intrusive, so as
not to adversely affect the performance of the network itself or the running manage-
ment elements. The CISP Monitoring System supports three types of monitoring
queries to an CCP: (i) 1-time queries, which collect information that can be consid-
ered static, e.g., the number of CPUs, (ii) N-time queries, which collect information
periodically, and (iii) continuous queries that monitor information in an on-going
manner. CCPs should be located near the corresponding sources of information in
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order to reduce management overhead. Filtering rules based on accuracy objectives
should be applied at the CCPs, especially for the N-time and continuous queries, for
the same reason. Furthermore, the CCPs should not be many hops away from the
corresponding context aggregation point (CAP). Fig. 4 shows the structure of a
CCP, which we have designed and implemented, consisting of 5 main components:
the sensors, a reader, a filter, a forwarder and a CCP controller. These are described
below.

The sensors can retrieve any information required. This can include common op-
erations such as getting the state of a server with its CPU or memory usage, getting
the state of a network interface by collecting the number of packets and number of
bytes coming in and out, or getting the state of disks on a system presenting the total
volume, free space, and used space. In our implementation, each sensor runs in its
own thread allowing each one to collect data at different rates and also having the
ability to turn them on and off if they are not needed. We note that the monitoring
information retrieval is handled by the Virtualisation Plane.

The reader collects the raw measurement data from all of the sensors of a CCP.
The collection can be done at a regular interval or as an event from the sensor itself.
The reader collects data from many sensors and converts the raw data into a common
measurement object used in the CISP Monitoring framework. The format contains
meta-data about the sensor and the time of day, and it contains the retrieved data from
the sensor.

The filter takes measurements from the reader and can filter them out before they
are sent on to the forwarder. Using this mechanism it is possible to reduce the volume
of measurements from the CCP by only sending values that are significantly different
from previous measurements. For example, if a 5% filter is set, then only measure-
ments that differ from the previous measurement by more than 5% will be passed on.
By using filtering in this way, the CCP reduces the load on the network. In our case,
the filtering percentage matches the accuracy objective of the management applica-
tion requesting the information.

The forwarder sends the measurements onto the network. The common measure-
ment object is encoded into a network amenable measurement format.

The CCP Controller controls and manages the other CCP components. It controls
(1) the lifecycle of the sensors, being able to turn them on and off, and to set the rate at
which they collect data; (ii) the filtering process, by changing the filter or adapting an
existing filter; (iii) the forwarder, by changing the attributes of the network (such as
IP address and port) that the ICP is connected to.

The vCPI supports the extension with additional functions, implicitly allowing the
creation of other types of sensors, and thus helping the CCP to get more information.
Also various sensors, which can measure attributes from CPU, memory, and network
components of a server host, were created. We can also measure the same attributes
of virtualised hosts by interacting with a hypervisor to collect these values. Finally,
there are sensors that can send emulated measurements. These are useful for testing
and evaluation purposes, with one example being an emulated response time, which
we use in our experiments.
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2.5 Management Plane Overview

The Management Plane is a basic building block of the infrastructure, which governs
the physical and virtual resources, is responsible for the optimal placement and con-
tinuous migration of virtual routers into hosts (i.e., physical nodes and servers) subject
to constraints determined by the Orchestration Plane. The Management Plane is de-
signed to meet the following functionality:

Embedded (Inside) Network functions: The majority of management functionality
should be embedded in the network and it is abstracted from the human activities. As
such the Management Plane components will run on execution environments sup-
ported by the virtual networks and systems, which run on top of all current networks
(i.e. fixed, wireless and mobile networks) and service physical infrastructures.

Aware and Self-aware functions: It monitors the network and operational context
as well as internal operational network state in order to assess if the network cur-
rent behaviour serve its service purposes.

Adaptive and Self-adaptive functions: It triggers changes in network operations
(state, configurations, functions) as a result of the changes in network and service
context.

Automatic self-functions: It enables self-control (i.e. self-FCAPS, self-*) of its
internal network operations, functions and state. It also bootstraps itself and it op-
erates without manual external intervention. Only manual/external input is pro-
vided in the setting-up of the business goals.

Extensibility functions: It adds new functions without disturbing the rest of the
system (Plug-and-Play / Unplug _and Play / Dynamic programmability of man-
agement functions & services).

System functions: Minimise life-cycle network operations’ costs and minimise
energy footprint.

In addition the Management Plane, as it governs all virtual resources, is responsible for
the optimal placement and continuous migration of virtual routers into hosts (i.e. physi-
cal nodes and servers) subject to constraints determined by the Orchestration Plane.

Collect Analyse

Decid,

Change Enforce

Fig. 5. Autonomic Control Loops
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The Management Plane consists of Autonomic Management Systems (AMS). AMS is
an infrastructure that manages a particular network domain, which may be an
Autonomous System (AS). An AMS implements its own control loops, consisting of
context collection, analysis, decision-making and decision enforcement. Each AMS
includes interfaces to a dedicated set of models and ontologies and interfaces to one
or more Distributed Orchestration Components (DOC), which manage the interopera-
tion of two or more AMS domains. Mapping logic enables the data stored in models
to be transformed into knowledge and combined with knowledge stored in ontologies
to provide a context-sensitive assessment of the operation of one or more virtual re-
sources. The AMS communicate through sets of interfaces that: (i) enable manage-
ment service deployment and configuration (i.e., the ANPI and vSPI interfaces), (ii)
manipulate physical and virtual resources (i.e., the vCPI interface).

The AMS are design to follow the autonomic control loops depicted in Fig. 5. The
AMS is designed to be federated, enabling different AMS that are dedicated to govern
different types of devices, resources, and services, to be combined. In order to support
this, each AMS uses the models and ontologies to provide a standard set of capabili-
ties that can be advertised and used by other AMS. The capabilities of an AMS can be
offered for use to other AMS through intelligent negotiations (e.g., pre-defined
agreements, auctioning, bargaining and other mechanisms). An AMS collects appro-
priate monitoring information from the virtual resources that is managing and makes
appropriate decisions for the resources and management services that it governs, ei-
ther by itself (if its governance mode is individual) or in collaboration with other
AMS (if its governance mode is distributed or collaborative).

Since the AMS implement their own control loops, they can have their own goals.
However, their goals should be harmonised to the high-level goals coming from the
DOC that is responsible for each particular AMS. Each DOC is responsible for a set
of AMS that form a network domain, called Orchestrated Domain (OD). An OD may
belong to a single organisation that has the same high-level goals. We note that the
entry point for the high-level goals is the Orchestration Plane. For example, a set of
AMS may re-establish a local service in case of failure without interacting with the
Orchestration Plane. However, this new establishment should follow the same guide-
lines that this local service used to follow. So, there is a significant difference be-
tween management and orchestration. Orchestration, actually, harmonises the differ-
ent management components to one or more common goals.

3 Realisation: In-Network Cloud Functionality

A set of integrated service-centric platforms and supporting systems have been devel-
oped and issued as open source [10], which aims to create a highly open and flexible
environment for In-Network Clouds in Future Internet. They are briefly described here-
with. Full design and implementation of all software platforms are presented in [10].

e vCPI (Virtual Component Programming Interface is the VP’s main component deal-
ing with the heterogeneity of virtual resources and enabling programmability of net-
work elements In each physical node there is an embedded vCPI, which is aware of
the structure of the virtual resources, which are hosted in the physical node.
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e CISP (Context Information Service Platform) is the KP’s main component sup-
ported by a distributed monitoring platform for resources & components. CISP has
the role of managing the context information, including its distribution to context
clients/consumers.

e ANPI (Autonomic Network Programming Interface) is the SP’s main component
that enables large-scale autonomic services deployment on virtual networks.

e MBT (Model-Based Translator) platform, part of the KP, which takes configura-
tion files compliant with an Information Model and translates them to device spe-
cific commands.

e LATTICE Monitoring Framework, also part of the KP, provides functionality to
add powerful and flexible monitoring facilities to system clouds (virtualisation of
networks and services). Lattice has a minimal runtime footprint and is not intru-
sive, so as not to adversely affect the performance of the system itself or any run-
ning applications. The monitoring functionality can be built up of various compo-
nents provided by the framework, so creating a bespoke monitoring sub-system.
The framework provides data sources, data consumers, and a control strategy. In a
large distributed system there may be hundreds or thousands of measurement
probes, which can generate data.

e APE (Autonomic Policy-based Engine), a component of the MP, supports context-
aware policy-driven decisions for management and orchestration activities.

e XINA is a modular scalable platform that belong to the CISP and enables the de-
ployment, control and management of programmable or active sessions over vir-
tual entities, such as servers and routers.

e RNM (Reasoning and Negotiation Module), a core element of the KP, which me-
diates and negotiates between separate federated domains.

These In-Network Cloud platforms were integrated and validated on 2 testbeds ena-
bling experimentation with thousands of virtual machines: V? — UCL’s Experimental
Testbed located in London consisting of 80 cores with a dedicated 10 Gbits/s infra-
structure and Grid5000 - an Experimental testbed located in France consisting of 5000
cores and linked by a dedicated 10 Gbits/s infrastructure. Validation and performance
analysis are fully described in [13]. Demonstrations are available at: http://clayfour.
ee.ucl.ac.uk/demos/ and they are used for:

e Autonomic deployment of large-scale virtual networks (In-Network Cloud Provi-
sioning);

e Self — management of virtual networks (In-Network Cloud Management);

e Autonomic service provisioning on In-Network Clouds (Service Computing
Clouds).

4 Conclusion

This work has presented the design of an open software networked infrastructure (In-
Network Cloud) that enables the composition of fast and guaranteed services in an
efficient manner, and the execution of these services in an adaptive way taking into
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account better shared network and service resources provided by an virtualisation
environment. We have also described the management architectural and system model
for our Future Internet, which were described with the help of five abstractions and
distributed systems — the OSKMYV planes: Virtualisation Plane (VP), Management
Plane (MP), Knowledge Plane (KP), Service Plane (SP) and Orchestration Plane
(OP). The resulting software-driven control network infrastructure was fully exercised
and relevant analysis on network virtualisation and service deployments were carried
out on a large-scale testbed.

Virtualising physical network and server resources has served two purposes: Man-
aging the heterogeneity through introduction of homogeneous virtual resources and
enabling programmability of the network elements. The flexibility gained through this
approach helps to adapt the network dynamically to both unforeseen and predictable
changes in the network. A vital component of such a virtualisation approach is a
common management and monitoring interface of virtualised resources. Such an
interface has exported management and monitoring functions that allow management
components to control the virtual resources in a very fine-grained way through a sin-
gle, well defined interface. By enabling such fine-grained control, this interface can
then form the basis for new types of applications and services in the Future Internet.

Acknowledgments. This work was partially undertaken in the context of the FP7-EU
Autonomic Internet [10] and the RESERVOIR [9] research projects, which were
funded by the Commission of the European Union. We also acknowledge the support
of the Spanish Ministerio de Innovacion grant TEC2009-14598-C02-02.

Open Access. This article is distributed under the terms of the Creative Commons Attribution
Noncommercial License which permits any noncommercial use, distribution, and reproduction
in any medium, provided the original author(s) and source are credited.

References

1. Clark, D., et al.: NewArch: Future Generation Internet Architecture,
http://www.isi.edu/newarch/

2. QGalis, A., et al.: Management and Service-aware Networking Architectures (MANA) for
Future Internet Position Paper: System Functions, Capabilities and Requirements. Invited
paper IEEE ChinaCom09 26-28, Xi’an, China (August 2009),
http://www.chinacom.org/2009/index.html

3. Rubio-Loyola, J., et al.: Platforms and Software Systems for an Autonomic Internet. IEEE
Globecom 2010; 6-10 Dec., Miami, USA (2010)

4. Galis, A., et al.: Management Architecture and Systems for Future Internet Networks. In:
Towards the Future Internet, IOS Press, Amsterdam (2009)

5. Chapman, C., et al.: Software Architecture Definition for On-demand Cloud Provisioning.
ACM HPDC, 21-25, Chicago hpdc2010.eecs.northwestern.edu (June 2010)

6. Rochwerger, B., et al.: An Architecture for Federated Cloud Computing. In: Cloud Com-
puting, Wiley, Chichester (2010)

7. Chapman, C., et al.: Elastic Service Management in Computational Clouds. 12th IEEE/IFIP
NOMS2010/CloudMan 2010 19-23 April, Osaka (2010)
http://cloudman2010.1lncc.br/



10.
11.

12.

13.
14.

15.

16.

Towards In-Network Clouds in Future Internet 33

Clayman, S., et al.: Monitoring Virtual Networks with Lattice. NOMS2010/ManFI 2010-
Management of Future Internet 2010; 19-23 April, Osaka, Japan (2010),
http://www.manfi.org/2010/

RESERVOIR project, http: //www.reservoir-£fp7.eu

Autol projecthttp://ist-autoi.eu

Clark, D., Partridge, C., Ramming, J.C.: and, J. T. Wroclawski “A Knowledge Plane for the
internet”. In: Proceedings of the 2003 Conference on Applications, Technologies, Architec-
tures, and Protocols For Computer Communications (Karlsruhe, Germany, SIGCOMM 03,
Karlsruhe, Germany, August 25-29, 2003, pp. 3—10. ACM, New York (2003)

Jennings, B., Van Der Meer, S., Balasubramaniam, S., Botvich, D., Foghlu, M., Donnelly,
W., Strassner, J.: Towards autonomic management of communications networks. IEEE
Communications Magazine 45(10), 112-121 (2007)

Deliverable D6.3 Final Results Autol Approach http://ist-autoi.eu/

Mosharaf, N.M., Chowdhury, K., Boutaba, R., Cheriton, D.R.: A Survey of Network Vir-
tualization. Journal Computer Networks: The International Journal of Computer and Tele-
communications Networking 54(5) (2010)

Galis, A., Denazis, S., Bassi, A., Berl, A., Fischer, A., de Meer, H., Strassner, J., Davy, S., Ma-
cedo, D., Pujolle, G., Loyola, J.R., Serrat, J., Lefevre, L., Cheniour, A.: Management Architec-
ture and Systems for Future Internet Networks. In: Towards the Future Internet — A European
Research Perspective, p. 350. IOS Press, Amsterdam (2009), http: //www.iospress.nl/
Berl, A., Fischer, A., De Meer, H.: Using System Virtualization to Create Virtualized Net-
works. Electronic Communications of the EASST 17, 1-12 (2009),
http://journal.ub.tu-berl.asst/article/view/218/219



Flat Architectures: Towards Scalable Future Internet
Mobility

Laszl6 Bokor, Zoltan Faigl, and Sandor Imre

Budapest University of Technology and Economics, Department of Telecommunications
Mobile Communication and Computing Laboratory — Mobile Innovation Centre
Magyar Tudosok krt. 2, H-1117, Budapest Hungary
{goodzi, szlaj, imre}@mcl.hu

Abstract. This chapter is committed to give a comprehensive overview of the
scalability problems of mobile Internet nowadays and to show how the concept
of flat and ultra flat architectures emerges due to its suitability and applicability
for the future Internet. It also aims to introduce the basic ideas and the main
paradigms behind the different flat networking approaches trying to cope with
the continuously growing traffic demands. The discussion of the above areas
will guide the readers from the basics of flat mobile Internet architectures to the
paradigm’s complex feature set and power creating a novel Internet architecture
for future mobile communications.

Keywords: mobile traffic evolution, network scalability, flat architectures, mo-
bile Internet, IP mobility, distributed and dynamic mobility management

1 Introduction

Mobile Internet has recently started to become a reality for both users and operators
thanks to the success of novel, extremely practical smartphones, portable computers
with easy-to-use 3G USB modems and attractive business models. Based on the cur-
rent trends in telecommunications, vendors prognosticate that mobile networks will
suffer an immense traffic explosion in the packet switched domain up to year 2020
[1-4]. In order to accommodate the future Internet to the anticipated traffic demands,
technologies applied in the radio access and core networks must become scalable to
advanced future use cases.

There are many existing solutions aiming to handle the capacity problems of cur-
rent mobile Internet architectures caused by the mobile traffic data evolution. Reserv-
ing additional spectrum resources is the most straightforward approach for increasing
the throughput of the radio access, and also spectrum efficiency can be enhanced
thanks to new wireless techniques (e.g., High Speed Packet Access, and Long Term
Evolution). Heterogeneous systems providing densification and offload of the macro-
cellular network throughout pico, femtocells and relays or WiFi/WiMAX interfaces
also extend the radio range. However, the deployment of novel technologies provid-
ing higher radio throughput (i.e., higher possible traffic rates) easily generates new

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 35-50, 2011.
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usages and the traffic increase may still accelerate. Since today’s mobile Internet
architectures have been originally designed for voice services and later extended to
support packet switched services only in a very centralized manner, the management
of this ever growing traffic demand is quite hard task to deal with. The challenge is
even harder if we consider fixed/mobile convergent architectures managing mobile
customers by balancing user traffic between a large variety of access networks. Scal-
ability of traffic, network and mobility management functions has become one of the
most important questions of the future Internet.

The growing number of mobile users, the increasing traffic volume, the complexity
of mobility scenarios, and the development of new and innovative IP-based applica-
tions require network architectures able to deliver all kind of traffic demands seam-
lessly assuring high end-to-end quality of service. However, the strongly centralized
nature of current and planned mobile Internet standards (e.g., the ones maintained by
the IETF or by the collaboration of 3GPP) prevents cost effective system scaling for
the novel traffic demands. Aiming to solve the burning problems of scalability from
an architectural point of view, flat and fully distributed mobile architectures are gain-
ing more and more attention today.

The goal of this chapter is to provide a detailed introduction to the nowadays
emerging scalability problems of the mobile Internet and also to present a state of the
art overview of the evolution of flat and ultra flat mobile communication systems. In
order to achieve this we first introduce the issues relating to the continuously growing
traffic load inside the networks of mobile Internet providers in Section 2. Then, in
Section 3 we present the main evolutionary steps of flat architectures by bringing
forward the most important schemes, methods, techniques and developments avail-
able in the literature. This is followed, in Section 4, by an introduction of distributed
mobility management schemes which can be considered as the most essential building
block of flat mobile communications. As a conclusion we summarize the benefits and
challenges concerning flat and distributed architectures in Section 5.

2 Traffic Evolution Characteristics and Scalability Problems of
the Mobile Internet

2.1 Traffic Evolution Characteristics of the Mobile Internet

One of the most important reasons of the traffic volume increase in mobile telecom-
munications is demographical. According to the current courses, world’s population is
growing at a rate of 1.2 % annually, and the total population is expected to be 7.6
billion in year 2020. This trend also implies a net addition of 77 million new inhabi-
tants per year [5]. Today, over 25% of the global population — this means about two
billion people — are using the Internet. Over 60% of the global population — now we
are talking about five billion people — are subscribers of some mobile communication
service [1][6]. Additionally, the number of wireless broadband subscriptions is about
to exceed the total amount of fixed broadband subscriptions and this development
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becomes even more significant considering that the volume of fixed broadband sub-
scriptions is gathering much slower.

The expansion of wireless broadband subscribers not only inflates the volume of
mobile traffic directly, but also facilitates the growth in broadband wireless enabled
terminals. However, more and more devices enable mobile access to the Internet, only
a limited part of users is attracted or open to pay for the wireless Internet services
meaning that voice communication will remain the dominant mobile application also
in the future. Despite this and the assumption of [5] implying that the increase in the
number of people potentially using mobile Internet services will likely saturate after
2015 in industrialized countries, the mobile Internet subscription growth potential will
be kept high globally by two main factors. On one hand the growth of subscribers
continues unbrokenly in the developing markets: mobile broadband access through
basic handhelds will be the only access to the Internet for many people in
Asia/Pacific. On the other hand access device, application and service evolution is
also expected to sustain the capability of subscriber growth.

The most prominent effect of services and application evolution is the increase of
video traffic: it is foreseen that due to the development of data-hungry entertainment
services like television/radio broadcasting and VoD, 66% of mobile traffic will be
video by 2014 [2]. A significant amount of this data volume will be produced by
mobile Web-browsing which is expected to become the biggest source of mobile
video traffic (e.g., YouTube). Cisco also forecasts that the total volume of video (in-
cluding IPTV, VoD, P2P streaming, interactive video, etc.) will reach almost 90 per-
cent of all consumer traffic (fixed and mobile) by the year 2012, producing a substan-
tial increase of the overall mobile traffic of more than 200% each year [7]. Video
traffic is also anticipated to grow so drastically in the forthcoming years that it could
overstep Peer-to-Peer (P2P) traffic [4]. Emerging web technologies (such as
HTMLYS), the increasing video quality requirements (HDTV, 3D, SHV) and special
application areas (virtual reality experience sharing and gaming) will further boost
this process and set new challenges to mobile networks. Since video and related enter-
tainment services seems to become dominant in terms of bandwidth usage, special
optimization mechanisms focusing on content delivery will also appear in the near
future. The supposed evolution of Content Delivery Networking (CDN) and smart
data caching technologies might have further impact on the traffic characteristics and
obviously on mobile architectures.

Another important segment of mobile application and service evolution is social
networking. As devices, networks and modes of communications evolve, users will
choose from a growing scale of services to communicate (e.g., e-mail, Instant Mes-
saging, blogging, micro-blogging, VoIP and video transmissions, etc.). In the future,
social networking might evolve even further, like to cover broader areas of personal
communication in a more integrated way, or to put online gaming on the next level
deeply impregnated with social networking and virtual reality.

Even though video seems to be a major force behind the current traffic growth of
the mobile Internet, there is another emerging form of communications called M2M
(Machine-to-Machine) which has the potential to become the leading traffic contribu-
tor in the future. M2M sessions accommodate end-to-end communicating devices
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without human intervention for remote controlling, monitoring and measuring, road
safety, security/identity checking, video surveillance, etc. Predictions state that there
will be 225 million cellular M2M devices by 2014 with little traffic per node but re-
sulting significant growth in total, mostly in uplink direction [3]. The huge number of
sessions with tiny packets creates a big challenge for the operators. Central network
functions may not be as scalable as needed by the increasing number of sessions in
the packet-switched domain.

As a summary we can state that the inevitable mobile traffic evolution is foreseen
thanks to the following main factors: growth of the mobile subscriptions, evolution of
mobile networks, devices, applications and services, and significant device increase
potential resulted by the tremendous number of novel subscriptions for Machine-to-
Machine communications.

2.2 Scalability Problems of the Mobile Internet

Existing wireless telecommunication infrastructures are not prepared to handle this
traffic increase, current mobile Internet was not designed with such requirements in
mind: mobile architectures under standardization (e.g., 3GPP, 3GPP2, WiMAX Fo-
rum) follow a centralized approach which cannot scale well to the changing traffic
conditions.

On one hand user plane scalability issues are foreseen for anchor-based mobile
Internet architectures, where mechanisms of IP address allocation and tunnel estab-
lishment for end devices are managed by high level network elements, called anchor
points (GGSN in 3GPP UMTS, PDN GW in SAE, and CSN for WiMAX networks).
Each anchor point maintains special units of information called contexts, containing
binding identity, tunnel identifier, required QoS, etc. on a per mobile node basis.
These contexts are continuously updated and used to filter and route user traffic by
the anchor point(s) towards the end terminals and vice versa. However, network ele-
ments (hence anchor points too) are limited in terms of simultaneous active contexts.
Therefore, in case of traffic increase new equipments should be installed or existing
ones should be upgraded with more capacity.

On the other hand, scalability issues are also foreseen on the control plane. The
well established approach of separating service layer and access layer provides easy
service convergence in current mobile Internet architectures but introduces additional
complexity regarding session establishment procedures. Since service and access
network levels are decomposed, special schemes have been introduced (e.g., Policy
and Charging Control architecture by 3GPP) to achieve interaction between the two
levels during session establishment, modification and release routines. PCC and simi-
lar schemes ensure that the bearer established on the access network uses the re-
sources corresponding to the session negotiated at the service level and allowed by the
operator policy and user subscription. Due to the number of standardized interfaces
(e.g., towards IP Multimedia Subsystem for delivering IP multimedia services), the
interoperability between the service and the access layer can easily cause scalability
and QoS issues even in the control plane.
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As a consequence, architectural changes are required for dealing with the ongoing
traffic evolution: future mobile networks must specify architecture optimized to
maximize the end-user experience, minimize CAPEX/OPEX, energy efficiency, net-
work performance, and to ensure mobile networks sustainability.

3 Evolution of Flat Architectures

3.1 Evolution of the Architecture of 3GPP Mobile Networks

Fixed networks were firstly subject to similar scalability problems. The evolution of
DSL access architecture has shown in the past that pushing IP routing and other func-
tions from the core to the edge of the network results in sustainable network infra-
structure. The same evolution was started to happen within the wireless telecommuni-
cation and mobile Internet era.

The 3GPP network architecture specifications having the numbers 03.02 [8] and
23.002 [9] show the evolution of the 3GPP network from GSM Phase 1 published in
1995 until the Evolved Packet System (EPS) specified in Release 8 in 2010. The core
part of EPS called Evolved Packet Core (EPC) is continuously extended with new
features in Release 10 and 11. The main steps of the architecture evolution are sum-
marized in the followings. Fig. 1 illustrates the evolution steps of the packet-switched
domain, including the main user plane anchors in the RAN and the CN.

In Phase 1 (1995) the basic elements of the GSM architecture have been defined.
The reasons behind the hierarchization and centralization of the GSM architecture
were both technical and economical. Primarily it offloaded the switching equipments
(cross-bar switch or MSC). In parallel, existing ISDN switches could be re-used as
MSCs only if special voice encoding entities were introduced below the MSCs, hence
further strengthening the hierarchical structure of the network. However, with the
introduction of the packet-switched domain (PS) and the expansion of the PS traffic
the drawbacks of this paradigm started to appear very early.

Internet Internet Internet Internet Internet Internet

Core network |
I
|
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Home Home
eMNodeB eNodeB

Radio access
netwark

eNodeB
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*Traffic offload mechanisms are optional

Fig. 1. The evolution of the packet-switched domain of the 3GPP architecture, including the
main user plane anchors in the RAN and the CN.
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The main driver to introduce packet-switching was that it allowed multiplexing hence
resources could be utilized in a greater extent. In Phase 2+ (1997) the PS domain is
described, hence centralized General Packet Radio Service (GPRS) support nodes are
added to the network. Release 1999 (2002) describes the well known UMTS architec-
ture clearly separating the CS and PS domains. Seeing that UMTS was designed to be
the successor of GSM, it is not strange that the central anchors remained in place in
3G and beyond.

Progress of mobile and wireless communication systems introduced some funda-
mental changes. The most drastic among them is that IP has become the unique access
protocol for data networks and the continuously increasing future wireless traffic is
also based on packet data (i.e., Internet communication). Due to the collateral effects
of this change a convergence procedure started to introduce IP-based transport tech-
nology in the core and backhaul network: Release 4 (2003) specified the Media gate-
way function, Release 5 (2003) introduced the I[P Multimedia Subsystem (IMS) core
network functions for provision of IP services over the PS domain, while Release 6
standardized WLAN interworking and Multimedia Broadcast Multicast Service
(MBMS).

With the increasing IP-based data traffic flattening hierarchical and centralized
functions became the main driving force in the evolution of 3GPP network architec-
tures. Release 7 (also called Internet HSPA, 2008) supports the integration of the
RNC with the NodeB providing a one node based radio access network. Another
architectural enhancement of this release is the elaboration of Direct Tunnel service
[10][11]. Direct Tunnel allows to offload user traffic from SGSN by bypassing it. The
Direct Tunnel enabled SGSNs can initiate the reactivation of the PDP context to tun-
nel user traffic directly from the RNC to the GGSN or to the Serving GW introduced
in Release 8. This mechanism tries to reduce the number of user-plane traffic anchors.
However it also adds complexity in charging inter-PS traffic because SGSNs can not
account the traffic passing in direct tunnels. When Direct Tunnel is enabled, SGSNs
still handle signaling traffic, i.e., keep track of the location of mobile devices and
participate in GTP signaling between the GGSN and RNC.

Release 8 (2010) introduces a new PS domain, i.e., the Evolved Packet Core
(EPC). Compared to four main GPRS PS domain entities of Release 6, i.e. the base
station (called NodeB), RNC, SGSN and GGSN, this architecture has one integrated
radio access node, containing the precious base station and the radio network control
functions, and three main functional entities in the core, i.e. the Mobility Management
Entity (MME), the Serving GW (S-GW) and the Packet data Network GW (PDN GW).

Release 9 (2010) introduces the definition of Home (¢)NodeB Subsystem. These
systems allow unmanaged deployment of femtocells at indoor sites, providing almost
perfect broadband radio coverage in residential and working areas, and offloading the
managed, pre-panned macro-cell network [14].

In Release 10 (2010) Selective IP Traffic Offload (SIPTO) and Local IP Access
(LIPA) services have been published [15]. These enable local breakout of certain IP
traffic from the macro-cellular network or the H(¢)NodeB subsystems, in order to
offload the network elements in the PS and EPC PS domain. The LIPA function en-
ables an IP capable UE connected via Home(¢)NodeB to access other IP capable
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entities in the same residential/enterprise IP network without the user plane traversing
the core network entities. SIPTO enables per APN and/or per IP flow class based
traffic offload towards a defined IP network close to the UE's point of attachment to
the access network. In order to avoid SGSN/S-GW from the path, Direct Tunnel mode
should be used.

The above evolutionary steps resulted in that radio access networks of 3GPP be-
came flattened to one single serving node (i.e., the eNodeB), and helped the distribu-
tion of previous centralized RNC functions. However, the flat nature of LTE and
LTE-A architectures concerns only the control plane but not the user plane: LTE is
linked to the Evolved Packet Core (EPC) in the 3GPP system evolution, and in EPC,
the main packet switched core network functional entities are still remaining central-
ized, keeping user IP traffic anchored. There are several schemes to eliminate the
residual centralization and further extend 3GPP.

3.2 Ultra Flat Architecture

One of the most important schemes aiming to further extend 3GPP standards is the
Ultra Flat Architecture (UFA) [16-20]. Authors present and evaluate an almost green
field approach which is a flat and distributed convergent architecture, with the excep-
tion of certain control functions still provided by the core. UFA represents the ulti-
mate step toward flattening IP-based core networks, e.g., the EPC in 3GPP. The ob-
jective of UFA design is to distribute core functions into single nodes at the edge of
the network, e.g., the base stations. The intelligent nodes at the edge of the network
are called UFA gateways. Fig. 2 illustrates the UFA with HIP and PMIP-based mobil-
ity control.
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Fig. 2. The Ultra Flat Architecture with HIP and PMIP-based mobility control

Since mobility introduces frequent IP-level handovers a Session Initialization Proto-
col (SIP) based handover procedure has been described in [16]. It has been shown by
a numerical analysis, and in a later publication with measurements on a testbed [17]
that seamless handovers can be guaranteed for SIP-based applications. SIP Back-to-
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Back User Agents (B2BUAs) in UFA GWs can prepare for fast handovers by com-
municating the necessary contexts, e.g., the new IP address before physical handover.
This scheme supports both mobile node (MN) and network decided handovers.

In the PS domain, IP multimedia services require a two-level session establishment
procedure. First, the MN and the correspondent node (CN) negotiate the session pa-
rameters using SIP on the service level, then the Policy and Charging Control
(PCRF), ensures that the bearer established in the access layer uses the resources
corresponding to the negotiated session. The problem is that service level is not di-
rectly notified about access layer resource problems, and, e.g., it is difficult to adapt
different application session components of the same service to the available re-
sources in the access layer. In order to solve this problem, a novel SIP-based session
establishment and session update procedure is introduced in [16] for the UFA.

Interworking with Internet applications based on non SIP control protocol is a
technical challenge for mobile operators. One of their aims is to provide seamless
handovers for any application. IP-mobility control can be provided by protocols be-
low the application layer. A Mobile IPv6 and a Host Identity Protocol (HIP) based
signaling scheme alternative has been introduced for UFA by Z. Faigl et al. [18]. L.
Bokor et al. describe a new HIP extension service which enables signaling delegation
[19]. This service is applied in HIP-based handover and session establishment proce-
dures of UFA, to reduce the number of HIP Base Exchanges in the access and core
network, and to enable delegation of HIP-level signaling of the MN by the UFA
GWs. Moreover, a new cross-layer access authorization mechanism for L2 and HIP
has been introduced, to replace certificate-based access authorization with a more
lightweight access authorization. In [20] authors clearly define the terminal attach-
ment, session establishment and handover procedures, further enhance the original
idea by providing two integrated UFA schemes (i.e., SIP-IEEE 802.21-HIP and SIP-
IEEE 802.21-PMIP) and analyze the suitability of the two solutions using the Multi-
plicative Analytic Hierarchy Process.

4 Distributed Mobility Management in Flat Architectures

4.1 Motivations for Distributing Mobility Functions

Flat mobile networks not only require novel architectural design paradigms, special
network nodes and proprietary elements with peculiar functions, but also demand
certain, distinctive mobility management schemes sufficiently adapted to the distrib-
uted architecture. In fact the distributed mobility management mechanisms and the
relating decision methods, information, command and event services form the key
routines of the future mobile Internet designs. The importance of this research area is
also emphasized by the creation of a new IETF non-working group called Distributed
Mobility Management (DMM) in August 2010, aiming to extend current IP mobility
solutions for flat network architectures.

Current mobility management solutions rely on hierarchical and centralized archi-
tectures which employ anchor nodes for mobility signaling and user traffic forward-
ing. In 3G UMTS architectures centralized and hierarchical mobility anchors are
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implemented by the RNC, SGSN and GGSN nodes that handle traffic forwarding
tasks using the apparatus of GPRS Tunneling Protocol (GTP). The similar centraliza-
tion is noticeable in Mobile IP (MIP) [21] where the Home Agent —an anchor node for
both signaling and user plane traffic— administers mobile terminals’ location informa-
tion, and tunnels user traffic towards the mobile’s current locations and vice versa.
Several enhancements and extensions such as Fast Handoffs for Mobile IPv6 (FMIP)
[22], Hierarchical Mobile IPv6 (HMIP) [23], Multiple Care-of Addresses Registration
[24], Network Mobility (NEMO) Basic Support [25], Dual-Stack Mobile IPv6 [26],
and Proxy Mobile IPv6 (PMIP) [27], were proposed to optimize the performance and
broaden the capabilities of Mobile IP, but all of them preserve the centralized and
anchoring nature of the original scheme.

There are also alternate schemes in the literature aiming to integrate IP-based mo-
bility protocols into cellular architectures and to effectively manage heterogeneous
networks with special mobility scenarios. Cellular IP [28] introduces a gateway router
dealing with local mobility management while also supporting a number of handoff
techniques and paging. A similar approach is the handoff-aware wireless access Inter-
net infrastructure (HAWAII) [29], which is a separate routing protocol to handle mi-
cromobility. Terminal Independent Mobility for IP [30] combines some advantages
from Cellular IP and HAWALII, where terminals with legacy IP stacks have the same
degree of mobility as terminals with mobility-aware IP stacks. Authors of [31] present
a framework that integrates 802.21 Media Independent Handover [32] and Mobile IP
for network driven mobility. However, these proposals are also based on centralized
functions and generally rely on MIP or similar anchoring schemes.

Some of the above solutions are already standardized [12][13][33] for 3G and be-
yond 3G architectures where the introduced architectural evolution is in progress: E-
UTRAN (Evolved Universal Terrestrial Radio Access Network) or LTE (Long Term
Evolution) base stations (eNodeBs) became distributed in a flatter scheme allowing
almost complete distribution of radio and handover control mechanisms together with
direct logical interfaces for inter-eNodeB communications. Here, traffic forwarding
between neighboring eNodeBs is temporarily allowed during handover events provid-
ing intra-domain mobility. However, traffic forwarding and inter-gateway mobility
operations remain centralized thanks to S-GW, PDN-GW, Local Mobility Anchor and
Home Agent, responsible for maintaining and switching centralized, hierarchical and
overlapping system of tunnels towards mobile nodes. Also, offloading with LIPTO
and SIPA extensions cannot completely solve this issue: mobility management
mechanisms in current wireless and mobile networks anchor the user traffic relatively
far from users’ location. This results in centralized, unscalable data plane and control
plane with non-optimal routes, overhead and high end-to-end packet delay even in
case of motionless users, centralized context maintenance and single point of failures.
Anchor-based traffic forwarding and mobility management solutions also cause de-
ployment issues for caching contents near the user..

To solve all these problems and questions novel, distributed and dynamic mobility
management approaches must be envisaged, applicable to intra- and inter-technology
mobility cases as well.



44 L. Bokor, Z. Faigl, and S. Imre

4.2  Application Scenarios for DMM Schemes

The basic idea is that anchor nodes and mobility management functions of wireless
and mobile systems could be distributed to multiple locations in different network
segments, hence mobile nodes located in any of these locations could be served by a
close entity.

A first alternative for achieving DMM is core-level distribution. In this case mobility
anchors are topologically distributed and cover specific geographical area but still re-
main in the core network. A good example is the Global HA to HA protocol [34], which
extends MIP and NEMO in order to remove their link layer dependencies on the Home
Link and distribute the Home Agents in Layer 3, at the scale of the Internet. DIMA
(Distributed IP Mobility Approach) [35] can also be considered as a core-level scheme
by allowing the distribution of MIP Home Agent (the normally isolated central server)
to many and less powerful interworking servers called Mobility Agents (MA). These
new nodes have the combined functionality of a MIP Home Agent and HMIP/PMIP
Mobility Anchor Points. The administration of the system of distributed MAs is done
via a distributed Home Agent overlay table structure based on a Distributed Hash Table
(DHT) [36]. It creates a virtual Home Agent cluster with distributed binding cache that
maps a mobile node’s permanent identifier to its temporary identifier.

A second alternative for DMM is when mobility functions and anchors are distrib-
uted in the access part of the network. For example in case of pico- and femto cellular
access schemes it could be very effective to introduce Layer 3 capability in access
nodes to handle IP mobility management and to provide higher level intervention and
even cross-layer optimization mechanisms. The concept of UMTS Base Station
Router (BSR) [37] realizes such an access-level mobility management distribution
scheme where a special network element called BSR is used to build flat cellular
systems. BSR merges the GGSN, SGSN, RNC and NodeB entities into a single ele-
ment: while a common UMTS network is built from a plethora of network nodes and
is maintained in a hierarchical and centralized fashion, the BSR integrates all radio
access and core functions. Furthermore, the BSR can be considered a special wireless
edge router that bridges between mobile/wireless and IP communication. In order to
achieve this, mobility support in the BSR is handled at three layers: RF channel mo-
bility, Layer 2 anchor mobility, and Layer 3 IP mobility. The idea of Liu Yu et al.
[38] is quite similar to the BSR concept. Here a node called Access Gateway (AGW)
is introduced to implement distributed mobility management functionalities at the
access level. The whole flat architecture consists of two kinds of elements, AGW on
the access network side and terminals on the user side. Core network nodes are
mainly simple IP routers. The scheme applies DHT and Loc/ID separation: each mo-
bile node has a unique identifier (ID) keeping persistent, and an IP address based
locator (Loc) changed by every single mobility event. The (Loc,ID) pair of each mo-
bile is stored inside AGW nodes and organized/managed using DHTs.

A third type of DMM application scenarios is the so-called host-level or peer-to-
peer distributed mobility management where once the correspondent node is found,
communicating peers can directly exchange IP packets. In order to find the corre-
spondent node, a special information server is required in the network, which can also
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be centralized or distributed. A good example for host-level schemes in the IP layer is
MIPv6 which is able to bypass the user plane anchor (i.e., Home Agent) due to its
route optimization mechanism, therefore providing a host-to-host communication
method. End-to-end mobility management protocols working in higher layers of the
TCP/IP stack such as Host Identity Protocol (HIP) [39], TCP-Migrate [40], MSOCKS
[41], Stream Control Transmission Protocol (SCTP) [42], or Session Initiation Proto-
col (SIP) [43] can also be efficiently employed in such schemes.

4.3  Distribution Methods of Mobility Functions

Mobility management functions can be distributed in two main ways: partially and
fully.

Partially distributed schemes can be implemented either by distinguishing signal-
ing and user planes based on their differences in traffic volume or end-host behavior
(i.e., only the user plane is distributed), or by granting mobility support only to nodes
that actually need it (i.e., actually eventuate mobility event), hence achieving more
advanced resource management. Note that these two approaches may also be com-
bined.

Today's mobility management protocols (e.g., Mobile IP, NEMO BS and Proxy
Mobile IP without route optimization) do not separate signaling and user planes
which means that all control and data packets traverse the centralized or hierarchized
mobility anchor. Since the volume of user plane traffic is much higher compared to
the signaling traffic, the separation of signaling and user planes together with the
distribution of the user plane but without eliminating signaling anchors can still result
in effective and scalable mobility management. This is exploited by the HIP based
UFA scheme [18-20] where a relatively simple inter-UFA GW protocol can be used
thanks to the centralized HIP signaling plane, but the user plane is still fully distrib-
uted. Mobile IP based DMM solutions also rely on the advantages of this partial dis-
tribution concept when they implement route optimization, hence separate control
packets from data messages after a short period of route optimization procedure.

The second type of partially distributed mobility management is based on the ca-
pability to turn off mobility signaling when such mechanisms are not needed. This so-
called dynamic mobility management dynamically executes mobility functions only
for mobile nodes that are actually subjected to handover event, and lack transport or
application-layer mobility support. In such cases, thanks to the removal of unwanted
mobility signaling, handover latency and control overhead can be significantly re-
duced. Integrating this concept with distributed anchors, the algorithms supporting
dynamic mobility could also be distributed. Such integration is accomplished in
[44][45] where authors introduce and evaluate a scheme to dynamically anchor mo-
bile nodes’ traffic in distributed Access Nodes (AN), depending on mobiles’ actual
location when sessions are getting set up. The solution’s dynamic nature lies in the
fact that sessions of mobile nodes are dynamically anchored on different ANs depend-
ing on the IP address used. Based on this behavior, the system is able to avoid execu-
tion of mobility management functions (e.g., traffic encapsulation) as long as a par-
ticular mobile node is not moving. The method is simultaneously dynamic and dis-
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tributed, and because mobility functions are fully managed at the access level (by the
ANs), it is appropriate for flat architectures. Similar considerations are applied in [46]
for MIP, in [47] for HMIP and in [48] for PMIP. The MIP-based scheme introduces a
special mode for the mobility usage in IP networks: for all the IP sessions opened and
closed in the same IP sub-network no MIP functions will be executed even if the
mobile node is away from its home network; standard MIP mechanisms will be used
only for the ongoing communications while the mobile node is in motion between
different IP sub-networks. The HMIP-based method proposes a strategy to evenly
distribute the signaling burden and to dynamically adjust the micromobility domain
(i.e., regional network) boundary according to real-time measurements of handover
rates or traffic load in the networks. The PMIP-based solution discusses a possible
deployment scheme of Proxy Mobile IP for flat architecture. This extension allows to
dynamically distributing mobility functions among access routers: the mobility sup-
port is restricted to the access level, and adapted dynamically to the needs of mobile
nodes by applying traffic redirection only to MNs’ flows when an IP handover event
occurs.

Fully distributed schemes bring complete distribution of mobility functions into ef-
fect (i.e., both data plane and control plane are distributed). This implies the introduc-
tion of special mechanisms in order to identify the anchor that manages mobility sig-
naling and data forwarding of a particular mobile node, and in most cases this also
requires the absolute distribution of mobility context database (e.g., for binding in-
formation) between every element of the distributed anchor system. Distributed Hash
Table or anycast/broadcast/multicast communication can be used for the above pur-
poses. In such schemes, usually all routing and signaling functions of mobility anchor
nodes are integrated on the access level (like in [49]), but less flat architectures (e.g.,
by using Hi3 [50] for core-level distribution of HIP signaling plane) are also feasible.

5 Conclusion

Flat architectures infer high scalability because centralized anchors — the main per-
formance bottlenecks — are removed, and traffic is forwarded in a distributed fashion.
The flat nature also provides flexibility regarding the evolution of broadband access,
e.g., the range extension of RANs with unmanaged micro-, pico- and femtocells,
without concerns of capacity in centralized entities covering the actual area in a hier-
archical structure.

In flat architectures, integrated and IP-enabled radio base station (BS) entities are
directly connected to the IP core infrastructure. Therefore, they provide convenient
and implicit interoperability between heterogeneous wireless technologies, and facili-
tate a convenient way of sharing the infrastructure for the operators. Flattening also
infers the elimination of centralized components that are access technology specific.
Thanks to the integrated, “single box” nature of these advanced base stations, the
additional delay that user and signaling plane messages perceive over a hierarchical
and multi-element access and core network (i.e., transmission and queuing delays to a
central control node) are also reduced or even eliminated. This integrated design of
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BS nodes also minimizes the feedback time of intermodule communication, i.e., sig-
naling is handled as soon as it is received locally, on the edge of the operator’s net-
work, and enables to incorporate sophisticated cross-layer optimization schemes for
performance improvements.

The application of general-purpose IP equipments produced in large quantities has
economic advantages as well. In flat architectures the radio access network compo-
nents could be much cheaper compared to HSPA and LTE devices today because of
the economy of scale. Also operational costs can be reduced as a flat network has
fewer integrated components, and lacks of hierarchical functions simultaneously in-
fluenced by management processes. The higher competition of network management
tools due to the apparition of tools developed formerly for the Internet era may reduce
the operational expenditures as well.

Failure tolerance/resistance, reliability and redundancy of networks also can be re-
fined and strengthen by flat design schemes. Anchor and control nodes in hierarchical
and centralized architectures are often single point of failures and their shortfall can
easily cause serious breakdowns in large service areas. Within flat architectures no
such single points of failure exist, and the impact of possible shortfalls of the distrib-
uted network elements (i.e., BSs) can smoothly narrowed to a limited, local area
without complex failure recovery operations.

Another important benefit of flat architectures is the potential to prevent subopti-
mal routing situations and realize advanced resource efficiency. In a common hierar-
chical architecture, all traffic passes through the centralized anchor nodes, which
likely increases the routing path and results in suboptimal traffic routing compared to
the flat use-cases.

However, in order to exploit all the above benefits and advantages, some chal-
lenges that flat architectures face must be concerned.

In flat architectures, network management and configuration together with resource
control must be done in a fully distributed and decentralized way. It means that self-
configuration and self-optimization capabilities are to be introduced in the system.
Closely related to self-optimization and self-configuration, self-diagnosis and self-
healing is essential for continuous and reliable service provision in flat networking
architectures. This is reasoned by the fact that IP equipments are more sensible to
failures: due to lack of core controller entities base stations are no more managed
centrally; hence failure diagnostics and recovery must be handled in a fully distrib-
uted and automated way. This is a great challenge but it comes with the benefits of
scalability, fault tolerance and flexibility.

Optimization of handover performance is another key challenge for flat networks.
Unlike in hierarchical and centralized architectures which usually provide efficient
fast handover mechanisms using Layer 2 methods, in flat architectures IP-based mo-
bility management protocol — with advanced micromobility extension — must be used.
Since all the BSs are connected directly to the IP core network, hiding mobility events
from the IP layer is much harder.

Last but not least Quality of Service provision is also an important challenge of flat
architectures. This problem emerges because current QoS assurance mechanisms in
the IP world require improvements to replace the Layer 2 QoS schemes of the tradi-
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tional hierarchical and centralized mobile telecommunication architectures. The IP
network that deals with the interconnection of base stations in flat networks must be
able to assure different QoS levels (e.g., in means of bandwidth and delay) and man-
age resources for adequate application performance.

Based on the collected benefits and the actual challenges of flat architectures we
can say that applying flat networking schemes together with distributed and dynamic
mobility management is one of the most promising alternatives to change the current
mobile Internet architecture for better adaptation to future needs.
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Abstract. The Future Internet as a design conception is network and service-
aware addressing social and economic trends in a service oriented way. In the
Future Internet, applications transcend disciplinary and technology boundaries
following interoperable reference model(s). In this paper we discuss issues
about federated management targeting information sharing capabilities for het-
erogeneous infrastructure. In Future Internet architectures, service and network
requirements act as design inputs particularly on information interoperability
and cross-domain information sharing. An inter-operable, extensible, reusable
and manageable new Internet reference model is critical for Future Internet re-
alisation and deployment. The reference model must rely on the fact that high-
level applications make use of diverse infrastructure representations and not use
of resources directly. So when resources are not being required to support or
deploy services they can be used in other tasks or services. As implementation
challenge for controlling and harmonising these entire resource management
requirements, the federation paradigm emerges as a tentative approach and po-
tentially optimal solution. We address challenges for a future Internet Architec-
ture perspective using federation. We also provide, in a form of realistic imple-
mentations, research results and solutions addressing rationale for federation, all
this activities are developed under the umbrella of federated management activ-
ity in the Future Internet.

Keywords: Federation, Management, Reference Model, Future Internet, Archi-
tectures and Systems, Autonomics, Service Management, Semantic Modelling
and Management, Knowledge Engineering, Networking Data and Ontologies,
Future Communications and Internet.

1 Introduction

In recent years convergence on Internet technologies for communication’s, computa-
tion’s and storage’s networks and services has been a clear trend in the Information
and Communications Technology (ICT) domain. Although widely discussed and
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researched, this trend has not fully run its course in terms of implementation, due to
many complex issues involving deployment of non-interoperable and management
infrastructural aspects and also due to technological, social, economic restrictions and
bottlenecks in the Future Internet.

In the Future Internet, services and networks follow a common goal: to provide so-
lutions in a form of implemented interoperable mechanisms. Telecommunications
networks have undergone a radical shift from a traditional circuit-switched environ-
ment with heavy/complex signalling focused on applications-oriented perspective,
towards a converged service-oriented space, mostly Internet interaction by customer
as end-user and network operators as service providers. The benefits of this shift re-
flect cost reduction and increase systems flexibility to react to user demands, by re-
placing a plethora of proprietary hardware and software platforms with generic solu-
tions supporting standardised development and deployment stacks.

The Future Internet as design conception is service-aware of the network infra-
structure addressing service-oriented, social trends and economic commitments. In the
Future Internet trans-disciplinary solutions (applications that transcend disciplinary
boundaries) following reference model(s) are crucial for a realistic integrated man-
agement realisation. Challenges in the future communications systems mainly de-
mand, in terms of end user requirements, personalized provisioning, service-oriented
performance, and service-awareness networking.

Additionally to those technology requirements, necessities to support information
interoperability as result of more service-oriented demands exist. Reliable services
and network performance act as technology requirements for more secure and reliable
communication systems supporting end user and network requirements. Demands on
data models integration are requirements to be considered during the design and im-
plementation phases of any ICT system.

The emergence and wide-scale deployment of wireless access network technolo-
gies calls into question the viability of basing the future Internet on IP and TCP —
protocols that were never intended for use across highly unreliable and volatile wire-
less interfaces. Some, including the GENI NSF-funded initiative [1], to rebuild the
Internet, argue that the future lies in layers of overlay networks that can meet various
requirements whilst keeping a very simplistic, almost unmanaged, IP for the underly-
ing Internet. Others initiatives such as Clean Slate program [2] Stanford University,
and Architecture Design Project for New Generation Network [3] argue that the im-
portance of wireless access networks requires a more fundamental redesign of the
core Internet Protocols themselves.

We argue that service agnostic network design are no longer a way to achieve in-
teractive solutions in terms of service composition and information sharing capabili-
ties for heterogeneous infrastructure support. A narrow focus on designing optimal
networking protocols in isolation is too limited. Instead, a more holistic and long-term
view is required, in which networking issues are addressed in a manner that focuses
on the supporting role various protocols play in delivering communications services
that meet the rapidly changing needs of the communities of users for which the hour
glass architecture model become in a critical infrastructure.
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In this paper service and network requirements [4][5][6][7][8][9] acts as inputs par-
ticularly on information interoperability and cross-domain information sharing control-
ling communication systems for the Future Internet. We support the idea of interoper-
able, extensible, reusable, common and manageable new Internet reference model is
critical for Future Internet realization and deployment. The new Internet reference
model must rely on the fact that high-level applications make use of diverse infrastruc-
ture representations and not use of resources directly. So when resources are not being
required to support or deploy services they can be used in other tasks or services. As
implementation challenge for controlling and harmonize this entire resource manage-
ment requirements and architectural design issues the federation paradigm emerges as a
tentative approach and optimal solution. We address challenges for a future Internet
Architecture perspective using federation. We also provide, in a form of realistic im-
plementations, research results and solutions addressing basics for federation.

Federated management scenarios are investigated [S][10] on what information en-
terprise application management systems can provide to allow the latter to more
robustly and efficiently allocate network services.

This paper is organized as follows: Section II presents a brief review of the chal-
lenges about Future Internet architectures in terms of cross-domain interoperability.
Section III presents the rationale about federation as crucial concept in the framework
of this Future Internet research. Section IV presents a Federated Management Refer-
ence Model and its implications for networks and services. Section V describes what
we consider as critical functional blocks for an Inter-disciplinary approach towards
the specification of mechanisms for federated management. Section VI introduces
End-to-End service management scenarios; we also investigate what information
enterprise application management systems can provide to federated management
systems allowing network and services allocation. Section VII presents the summary
and outlook of this research. Finally some bibliography references supporting this
research are included.

2 Challenges for Future Internet Architectures

This section focuses on inter-disciplinary approaches to specify data link and cross-
domain interoperability to, collectively, constitute a reference model that can guide the
realisation of future communications environments in the Future Internet [4][11][12]
[13]. The Future Internet architecture must provide societal services and, in doing so,
support and sustain interactions between various communities of users in straight rela-
tion with communication infrastructure mechanisms. Service-awareness [4] has many
aspects to consider as challenges, including: delivery of content and service logic with
consumers’ involvement and control; fulfilment of business and other service character-
istics such as Quality of Service (QoS) and Service Level Agreements (SLA); optimisa-
tion of the network resources during the service delivery; composition and decomposi-
tion on demand of control and network domains; interrelation and unification of the
communication, storage, content and computation substrata.

Networking-awareness [4] challenges imply the consumer-facing and the resource-
facing services are aware of the properties, the requirements, and the state of the net-



54 M. Serrano et al.

work environment, which enable services to self-adapt according the changes in the
network context and environment. It also means that services are both executed and
managed within network execution environments and that both the services and the
network resources can be managed uniformly in an integrated way. Uniform man-
agement allows services and networks to harmonize their decisions and actions [14].
The design of both networks and services is moving forward to include higher levels
of automation, and autonomicity, which includes self-management.

The optimization of resources [15][16][17] using federation in the Future Internet
relies on classify and identify properly what resources need to be used, thus dynami-
cally the service composition and service deployed can be executed by result of well
known analysis on network and services.

3 Rationale for Federation in the Future Internet

Federation is relatively a new paradigm in communications, currently studied as the
alternative to solve interoperability problems promoting scalability issues and explor-
ing towards solving complexity when multiple applications/systems need to interact
with a common goal. In this paper federation is handled as the mechanism used by
communications management systems providing autonomic control loops.

In this section, the rationale for federated, autonomic management of communica-
tions services is addressed from the perspective of end-to-end applications and ser-
vices in the Future Internet. Federation in the Future Internet envisions management
systems (networks and services) made up of possibly heterogeneous components,
each of which has some degree of local autonomy to realize business goals. Such
business goals provide services that transcend legal and organizational boundaries in
dynamic networks of consumers and providers. All the management systems with
their own autonomy level contribute to satisfy more complex business goals, a single
entity would not be able to achieve.

A visionary perspective for what federation can offer in communications systems
and how federation contributes enabling information exchange has been described in
previous works [18][19]. The intention in this paper is not to define what the Federa-
tion in future communications is, or which advantages it can offer either basics defini-
tion(s) in communications, but rather to provide a realistic approach in form of func-
tional architecture, research results and implementation advances as well to show in
kind how federation acts as feasible alternative towards solving interoperability prob-
lems in service and application management systems.

Future Internet environments consist of heterogeneous administrative domains,
each providing a set of different services. In such complex environment, there is no
single central authority; rather, each provider has at least one (and usually multiple)
separate resources and/or services that must be shared and/or negotiated.

The term Federation in communications was discussed in a previous work [20] and
currently many definitions have been proposed. We particularly follow a federated
management definition as “A federation is a set of domains that are governed by
either a single central authority or a set of distributed collaborating governing
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authorities in which each domain has a set of limited powers regarding their own
local interests” because it fits better to management systems and due federation has
two important implications nor considered in previous definitions i) federation must
facilitates designing platforms without unnecessarily replicating functionalities, and
ii) to achieve federation is necessary building inter-connected, inter-operating and/or
inter-working platforms. Federation also implies that any virtual and /or real resource,
which reside on another domain are managed correctly.

4 Federated Management Activity in the Future Internet

This section references theoretical foundation for the development of interdiscipli-
nary Future Internet visions about a Federated Management and their implications
for networks and services. These principles can be validated via direct industrial
investment, and roll out real integrated test beds to trial new network and service
infrastructures.

In future Internet end user, service, application and network requirements act as
guidelines to identify study and clarify part of complex requirements. The relation-
ships between Network Virtualisation and Federation [16][21][22][23] and the rela-
tionship between Service virtualisation (service clouds) and federation [17] are the
support of a new world of solutions defining the Future Internet.

Next generation networks and services [3][4][24] can not be conceived without
systems acting and reacting in a dynamic form to the changes in its surrounding (con-
text-awareness, data link and information interoperability), even more the systems
must be able for self-managing considering end-user requirements and acting in
autonomous forms offering added value services (Autonomics) [6][7][25] where tra-
ditional definitions describing self-management emerged. However, most of them are
based on very-high level human directives, rather than fully or partially automatic
low-level management operations. While many aspects of the network will be self-
managed based on high-level policies, the aggregation and subsequent understanding
of monitoring/fault data is a problem that has not yet been completely solved here is
where federation take place and acquire importance.

4.1 Federated Autonomic Management Reference Model

Federated refers to the ability of a system to enable network and service management
as result of threading negotiations for evolving value chains composed of providers
and/or consumers [14]. Autonomic reflects the ability of such systems to be aware of
both themselves and their environment, so that they can self-govern their behaviour
within the constraints of the business goals that they collectively seek to achieve.
Management refers to the ability of such systems not just to configure, monitor and
control a network element or service, but also to optimize the administration of life-
cycle aspects of that resource(s) or service(s) in a programmable way. This enables
end-users to take a more proactive role managing their quality of experience in a
semantic way. In the depicted representation for the federated autonomic management
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reference model shown in the Figure 1 service and network domains must interact to
exchange relevant information facilitating services and network operations. These
cross-domain interactions demand certain level of abstraction to deal with mapping
requirements from different information and data domains. This higher level of ab-
straction enables business and service foundations to be met by the network, and
emphasizes offering federated services in a portable manner that is independent of the
utilized networks. The objective is to effectively deliver and manage end-to-end
communications services over an interconnected, but heterogeneous infrastructure
and establishes communication foundations.

Federated Management

Business  Service
Foundations  Foundations

Cusiomization A PP I Creation
Dynarmes inforoperabaity
[ Appiication Definition | Resaurce Aocation
and Model F
Autonomic Paolicy
Computing Continuum

| Service
 Management

Communications
Foundation

Service Management
Fig. 1. Federated Autonomic Management Reference Representation

A greater degree of coordination and cooperation is required between communication
resources, the software that manages them, and the actors who direct such manage-
ment. In federation management end-to-end communication services involve config-
uring service and network resources in accordance to the policies of the actors in-
volved in the management process. An autonomic management system provides
automatic feedback to progressively improve management policies as service usage
and resource utilization change. A goal of autonomic systems is to provide rich usage
data to guide rapid service innovation.

Concepts related to Federation such as Management Distribution, Management Con-
trol and process representation are clear on their implications to the network manage-
ment, however up to date there are no clear implications around what federation offers
in communications either what federation to the next generation networks and in the
Future internet design with service systems using heterogeneous network technologies
imply. A clear scenario where federation is being identified as useful mechanism is the
Internet service provisioning, in today’s Internet it is observed the growing trend for
services to be both provided and consumed by loosely coupled value networks of con-
sumers, providers and combined consumer and providers. These consumer valued net-
works acting “ideally” as independent self-management entities must combine efforts
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to offer “common” and “agreed” services even with many technological restrictions
and conflicts blocking such activity. A set of scenarios is introduced in a following
section describing federation in more detail.

4.2  Federated Management Service Life Cycle

Management and configuration of large-scale and highly distributed and dynamic
enterprise and networks applications [26] is everyday increasingly in complexity. In
the current Internet typical large enterprise systems contain thousands of physically
distributed software components that communicate across different networks [27] to
satisfy end-to-end services client requests. Given the possibility of multiple network
connection points for the components cooperating to serve a request (e.g., the compo-
nents may be deployed in different data centres), and the diversity on service demand
and network operating conditions, it is very difficult avoid conflicts [14][20][28]
between different monitoring and management systems to provide effective end-to-
end applications managing the network.

The Figure 2 depicts the federated autonomic reference model service life cycle for
the Future Internet. We are exploring how the definition and contractual agreements
between different enterprises (/.Definition) establish the process for monitoring
(2.0bservation) and also identify particular management data at application, service,
middleware and hardware levels (3.4nalysis) that can be gathered, processed, aggre-
gated and correlated (4. Mapping) to provide knowledge that will support management
operations of large enterprise applications (5. Federated Agreements) and the network
services they require (6.Federated Regulations). We support the idea that monitoring
data at the network and application level can be used to generate knowledge that can
be used to support enterprise application management in a form of control loops in the
information; a feature necessary in the Future Internet service provisioning process
(7.Federated Decisions). Thus infrastructure can be re-configurable and adaptive to
business goals based on information changes (8.A4ction).
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Fig. 2. Federated Management Life Cycle Reference Model
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We also consider appropriate ways on how information from enterprise applications
and from management systems can be provided to federate management systems
allowing to more robustly and efficiently be processed to generate adaptive changes
in the infrastructure (9.Dynamic Control). Appropriate means of normalising, inter-
preting, sharing and visualising this information as knowledge (/0.Foundations) thus
allocate new federated network services (7 /. Enforcement).

In a federated system the interaction between domains and the operations in be-
tween represent a form of high-level control to perform the negotiations and regula-
tions to achieve the compromises pertaining to a federation and mainly resolve nego-
tiations (represented as transition processes normally) not considered between indi-
vidual or autonomous self-management domains. The transitions processes are not a
refinement or finite process itself rather than that a transition represents information
transformed into knowledge and their respectively representation. The operations and
processes management in a federated architecture must support a finite goal to define,
control, and coordinate service and network management conditions as much as pos-
sible from an application management high level control view, the so called federa-
tion. The federated functional architecture and its logic operations are depicted in
Figure 2 and described more in detail here after.

o Dynamic Interoperability - Autonomic functionality, which can be result of nego-
tiations between management components, devices or systems by using a same
language or information model, non formal representation is necessary.

o Adaptive Behaviour - Autonomic and inherent functionality assigned to the com-
ponents can be managed by federated conditions and regulations, which communi-
cate with other non-autonomic components, thus virtual and/or real resources can
be expand and contract the network infrastructure.

e Control and Decision-Making - The Functionality of a component(s) and sys-
tem(s) to conduct its own affairs based on inputs considered as conditions and de-
fine outputs considered as actions.

e Coordination & Cooperation - Functionality associated to promote and resolve
high level representation and mapping of data and information. Negotiations in
form of data representation between different data and information models by
components in the system(s) are associated to this feature.

o Management Control - Administration functionality for the establishment of
cross-domain regulations considering service and network regulations and re-
quirements as negotiations.

o Management Distribution - Organizational functionality for the adoption and
enforcement of cross-domain regulations as result of service and network require-
ments.

o Process & Representation - Autonomic functionality assigned to components or
systems, orchestrating the behaviour(s) in the components of managed systems.
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5 Federated Management Architecture

This section describes designing principles for inter-domain federated management
architectures in the Future Internet. These designs about architecture for the federated
reference model by functional blocks addresses the specification of mechanisms in-
cluding models, algorithms, processes, methodologies and architectures. The func-
tional architecture collectively constitute, in terms of implementation efforts, frame-
work(s), toolkit(s) and components that can guide the realisation of federated com-
munications environments to effectively provide complex services (interoperable
boundaries) and, in doing so, support and sustain service offering between various
communities of users (heterogeneous data & infrastructure).

The federated architecture must be enabled for ensuring the information is avail-
able allowing useful transfer of knowledge (information interoperability) across mul-
tiple interfaces. It is likely that adaptive monitoring is used to optimise the efficiency
of the federated process. A specific set of service applications, domain independent,
and configurations for managing services and networks are used to ensure transfer-
ence of results to other systems as result of sensitivity analysis. Simulation studies
and analytical work is being conducted to back up further experimental results.

Designing a federated platform implies the combination of semantic descriptions
and both holistic service and management information. When using semantics the
interaction between systems named interactive entities is to reduce the reliance on
technological dependencies for services support and increasing the interoperability
between heterogeneous service and network management systems. A federated auto-
nomic architecture must supports such interactions offering a full service lifecycle
control by using federated autonomic mechanisms where relations and interactions for
unified management operations are based on the use of formal mechanisms between
different domains. This interaction relies on supporting end-user interface compo-
nents ensuring high level management systems information exchange.

5.1 Federated Management Enforcement Process

The purpose of federation in autonomic is to manage complexity and heterogeneity. In
a federated autonomic network, time-consuming manual tasks are mostly or com-
pletely automated; and decisions delegated, this dramatically reduces manually-
induced configuration errors, and hence lowers operational expenditures when deci-
sion needs to be implemented. By representing high level business requirements in a
formal manner, information and data can be integrated, and the power of machine-
based learning and reasoning can be more fully exploited. Autonomic control loops
and its formalisms [29][30], such as FOCALE [25] and Autol [21][23] translate data
from a device-specific form to a device- and technology-neutral form to facilitate its
integration with other types of information. The key difference in the autonomic con-
trol loop, compared with a non-autonomic control loop, is the use of semantic infor-
mation to guide the decision-making process. The key enabling federation is the proc-
ess of semantic integration that can create associations and relationships among enti-
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ties specified in different processes and formal representations acting as foundations
into the system.

The following paragraphs are concentrated to describe the key logic domains
which the federated autonomic architecture concentrates and which have been identi-
fied as main interest research topics around federation. The interactions between the
logic areas are represented by cursives. As shown in figure 3. The design of a feder-
ated autonomic architecture enables transitions from high-level goals (as codified by
service rules for example) to low-level as network policies. In a federated autonomic
architecture, information is used to relate knowledge, rather than only map data, at
different abstractions and domain levels co-relating independent events each other in
a federated way. We envisage federation of networks, network management systems
and service management applications at three levels of abstraction.

Creation & % B
_ — Cust Definiien ] Management
Monitoring |ooumuon| s Control
) . Adoption & [ Federated |  Enforcement a
W poatyis | Alfocation | Reguations ) Distribution
Dynamic | P
Interoperabilit Learning { Mapping | ———— |
P Y | ,l I Comalon | | Agreemens | Adaptation
s | Comparison
Conin l Learning | Decision-Making [ Caord;nation
|_,| Decision | [ Dynamic ][me] Cooperation
Decision-Making : =
Adaptation ‘_,[ Action |
Processes Execution |_; Enfo-umm!‘
& — Adaptive
Representation Behaviour

Fig. 3. Federated Management Enforcement Process

At the lowest level adaptive behaviour and processes & representation, at this level is
the heterogeneous infrastructure where networks and devices coordinate self-
management operations. Management systems should support self-management by
local resources in a given domain ensuring that this self-managed behaviour is coor-
dinated across management boundaries. In the top level, Management Control &
Distribution and Dynamic Interoperability termed federation domain, the vision of
federated autonomic management for end-to-end communications services orchestrate
federated service management where management systems should semantically inter-
operate to support evolving value chains and the end-to-end delivery of services.

At the middle level, coordination & cooperation and decision-making where mul-
tiple management domains (service, application and networking) should interact and
interoperate for configuring network resources in a consistent way, following with
federated business goals, but in a manner that is consistent with configuration activity
in neighbouring network domains participating in a value network. The federated
autonomic architecture proposed can be seen itself as a federated system where exist
regulations defining the performance or the behaviour in the heterogeneous infrastruc-
ture, such regulations are transformed using adaptations processes and formal repre-
sentation to express and deploy the conditions comprised and described by the man-
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agement distribution. Such regulations must be deployed with no further considera-
tion from other systems or sub-systems; this feature is used when conflicts and nego-
tiations need to be performed in the federation space.

In the federated architecture proposed the management control deal with federated
agreements necessaries to satisfy in one hand the enterprise requirements and in the
other hand the management system requirement as result of events coming from the
heterogeneous infrastructure. The events are expressed in a form of coordination and
cooperation functions, which have origins in mapping events between the diverse
enterprise processes and the heterogeneous infrastructure. The federation also acts as
mediator between autonomic and/or non-autonomic management sub-systems when
controlling each one independently their behaviour and a higher level mechanism is
necessary to act as a one in pursuing a common goal, in an heterogeneous service
deployment and support for example.

6 End-to-End Federated Service Management Scenarios

In this scenarios description section conversely, we also provide research results
about what information enterprise application management systems can provide to
federate management systems to allow the latter to more robustly and efficiently allo-
cate network services. Brief scenario descriptions illustrate the possible challenges are
necessaries to tackle around the term federation and particularly on federated systems
and federated management applications.

6.1 Federation of Wireless Networks Scenario

generates more demand on management systems to be implemented satisfying diver-
sity, capacity and service demand. Given the fact that in urban areas (shopping cen-
tres, apartment buildings, offices) generates more demand in deploying wireless
802.11-based mesh networks this expansion will be a patchwork of mesh networks;
challenges arise relating to how services can be efficiently delivered over these over-
lapping infrastructures. Challenges in wireless mesh networks relate to both resource
management within the network infrastructure itself and the way in which manage-
ment systems of individual network domains can federate dynamically to support end-
to-end delivery of services to end-users. Furthermore, there are challenges relating to
securing the delivery of services across (possible multiple) wireless mesh infrastruc-
ture domains.

This research scenario opens work mainly for focusing on the specifics of resource
management within multi-provider mesh networks by using federation principles
(federated management). The exact nature of the mesh networks to be used in multi-
provider networks is not yet clear. However, from a management system perspective,
the scope of this scenario rely in the fact on how the use of semantic models capturing
knowledge relating to security functionality and the use of policy rules to control end-
to-end configuration of this functionality can provide a basis for the support flexible
trust distributed management across wireless meshes, (federated deployment).
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6.2  Federation of Network and Enterprise Management Systems

Typical large enterprise systems contain thousands of physically distributed software
components that communicate across different networks to satisfy client requests.
Management and configuration is increasingly complex at both the network and en-
terprise application levels. The complex nature of user requests can result in numer-
ous traffic flows within the networks that can not be correlated with each other, thus
which it ideally should be treated in a federated fashion by the networks. Challenges
in this scenario relies on how monitoring at the network level can provide knowledge
that will enable enterprise application management systems to reconfigure software
components to better adapt applications to prevailing network conditions. This recon-
figuration may, for example, involve redeployment of application components in
different locations by using different infrastructures (federation) in order to alleviate
congestion detected within particular parts of the network. Conversely, the informa-
tion enterprise application management systems can provide to network management
systems allowing a more efficient and cost-effectively manage traffic flows relating to
complex transactions (federated management).

This scenario carry on work for developing federated monitoring techniques that
can be applied to record and analyse information and trends in both network man-
agement systems and enterprise application management systems, in a manner such
that a coherent view of the communication needs and profile of different transaction
types can be built. Enterprise application management systems must be specified to
provide relevant application descriptions and behaviours (e.g., traffic profiles and
QoS levels) to network management system allowing shared knowledge to be opti-
mally used (federation) in network traffic management processes.

6.3 Federation of Customer Value Networks Scenario

Network service usage is increasingly billed as flat-rate Internet access. Within the
“Web 2.0” development, online value is expanding from searching and e-consumerism
applications, to participative applications including blogs, wikis, online social net-
works, RSS feeds, Instant Messaging, P2P applications, online gaming and increas-
ingly pervasive VolP applications. Particularly as users have been empowered to mix
and match applications to create customised functionality (e.g. mash-ups). Similarly,
at a business or organisational level, the knowledge sector of modern economies is
increasingly focussed on value networks rather than on value chains. Value networks
offer benefits that are more intangible (e.g. the value of professional contact net-
works). Value networks share with Web 2.0 application users a concern with value of
interacting effectively with rest of the network community (federation).

In highly active value networks, the cost of interrupted interactions may be per-
ceived as high; however, there is little visibility of the root responsible source of in-
teraction breakdowns between the various communication services providers, applica-
tion service hosts, or value network members themselves. Due to this lack of visibil-
ity, value networks have very limited avenues for taking remedial or preventative
actions, such as recommending different network or service providers to their mem-
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bers. Value networks of customers can only properly be served by federated service
providers, henceforth termed Service Provider Federation (SPF).

6.4  Federation of Home Area Networks Services and Applications

An emerging trend in communications networks is the growing complexity and het-
erogeneity of the “outer edge” domain — the point of attachment of Home Area Net-
works (HANSs) and other restricted area networks to various access networks. Chal-
lenges on this scenario must address management of outer edge devices, such as
femto base stations, home gateways, set-top boxes and of networks thereof. Today
this task is provided on an piecemeal basis, with different devices having a wide range
of management functionality, which is often proprietary or, at best, conforms one of a
range of competing standards. Furthermore, management operations must be per-
formed by end-users. Achieving this requires increased degrees of integration be-
tween telecommunications network management systems and devices. In particular, it
is important to develop methods (management functions) through which network
management systems can assume responsibility for appropriate configuration of HAN
devices. A significant challenge in this regard is that as the diversity and capabilities
of HAN devices increases.

To address these scenario requirements the use of distributed event processing and
correlation techniques that can process relevant data in a timely and decentralised
manner and relay it as appropriate to management federated making functions are
necessaries to investigate (federation). This scenario discloses on aspects about fed-
eration and integrated management of outer edge network environments; delegation
of management authority to network management systems and decentralised assur-
ance of service delivery in a home area are important too.

7 Summary and Outlook

In the future Internet new designs ideas of Federated Management in Future Internet
Architectures must consider high demands of information interoperability to satisfy
service composition requirements being controlled by diverse, heterogeneous systems
make more complex perform system management operations. The federated auto-
nomic reference model approach introduced in this paper as a design practice for
Future Internet architectures emerges as an alternative to address this complex prob-
lem in the Future Internet of networks and services.

We have studied how federation brings support for realisation on the investigated
solution(s) for information interoperability and cross-domain information sharing
controlling communication systems in the Future Internet. Additional issues such as
service representation and networks information can facilitate service composition
and management processes. Remaining research challenges regarding information
model extensibility and information dissemination exist and would be conducted to
conclude implementations, experiments composing services in some of the scenarios
described in this paper.
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7.1  Research Outputs as Rationale for Federation

e Techniques and agreements for composition/decomposition of federated control
frameworks for physical and virtual resources and systems

e Techniques and mechanisms for controlling workflow for all systems across feder-
ated domains, ensuring bootstrapping, initialisation, dynamic reconfiguration, ad-
aptation and contextualisation, optimisation, organisation, and closing down of
service and network components.

e Mechanisms for dynamic deployment on-the-fly of new management functionality
without running interruption of any systems across multiple and federated domains.

e Algorithms and processes to allow federation in enterprise application systems to
visualize software components, functionality and performance.

e Techniques for analysis, filtering, detection and comprehension of monitoring data
in federated enterprise and networks.

o Algorithms and processes to allow federated application management systems
reconfigure or redeploy software components realizing autonomic application
functionality.

e QGuidelines and exemplars for the exchange of relevant knowledge between net-
work and enterprise application management systems.

This paper makes references to design foundations for the development of federated
autonomic management in architectures in the Future Internet. Scenarios has been
shortlisted to identify challenges and provide research results about what information
enterprise application management systems can provide to federate management sys-
tems by using an interoperability of information as final objective.
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Abstract. Numerous projects in the area of Real-World Internet (RWI), Internet
of Things (IoT), and Internet Connected Objects have proposed architectures
for the systems they develop. All of these systems are faced with very similar
problems in their architecture and design and interoperability among these sys-
tems is limited. To address these issues and to speed up development and de-
ployment while at the same time reduce development and maintenance costs,
reference architectures are an appropriate tool. As reference architectures re-
quire agreement among all stakeholders, they are usually developed in an in-
cremental process. This paper presents the current status of our work on a refer-
ence architecture for the RWI as an architectural blueprint.

Keywords: Real-World Internet, Internet of Things, Internet Connected Objects,
Architecture

1 Introduction

Devices and technologies ubiquitously deployed at the edges of the networks will
provide an infrastructure that enables augmentation of the physical world and interac-
tion with it, without the need for direct human intervention, thus creating the essential
foundations for the Real-World Internet (RWI).

Leveraging the collective effort of several projects over the last number of years
[SENSEIL, ASPIRE, 1I0T-A, PECES, CONET, SPITFIRE, SemsorGrid4Env], this
chapter presents the current status of the work aimed at definition of an RWI refer-
ence architecture. The core contribution of this paper is the distillation of an initial
model for RWI based on an analysis of these state of art architectures and an under-
standing of the challenges. This is achieved by:

e An identification of a core set of functions and underlying information models,
operations and interactions that these architecture have in common.

e A discussion on how these architectures realize the above identified functions and
models and what features they provide.

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 67-80, 2011.
© The Author(s). This article is published with open access at SpringerLink.com.



68 A. Gluhak et al.

2 The Real World Internet

Since the introduction of the terminology over a decade ago, the "Internet of Things
(IoT)" has undergone an evolution of the underlying concepts as more and more rele-
vant technologies are maturing. The initial vision was of a world in which all physical
objects are tagged by Radio Frequency Identification (RFID) transponders in order to
be uniquely identified by information systems. However, the concept has grown into
multiple dimensions, encompassing sensor networks able to provide real world intel-
ligence or the goal-oriented autonomous collaboration of distributed objects via local
wireless networks or global interconnections such as the Internet.

Kevin Ashton, former Director of the Auto-ID Center, once famously formulated:
“Adding radiofrequency identification and other sensors to everyday objects will create
an Internet of Things, and lay the foundations of a new age of machine perception”.

We believe that machine perception of the real world is still at the heart of the
Internet of Things, no matter what new technologies have meanwhile become avail-
able to enable it. As such, one of the key roles of the Internet of Things is to bridge
the physical world and its representation in the digital world of information systems,
enabling what we refer to in part of the Future Internet Assembly (FIA) community as
the so called Real World Internet (RWI).

The RWI is the part of a Future Internet that builds upon the resources provided by
the devices [HAL] of the Internet of Things, offering real world information and in-
teraction capabilities to machines, software artifacts and humans connected to it.

The RWI assumes that the information flow to and from IoT devices is taking
place via local wired and wireless communication links between devices in their prox-
imity and/or through global interconnections in the form of the current Internet and
mobile networks or future fixed and mobile network infrastructures.

One important property of the RWI which distinguishes it from the current Internet
is its heterogeneity, both regarding the types of devices as well as communication
protocols used. IPv6 and in particular 6LoWPAN play an important role, but other
proprietary wireless protocols will see continued use as well. To deal with this het-
erogeneity, services — in the form of standard Web Services and DPWS', but more
likely using RESTful approaches and application protocols like CoAP — provide a
useful abstraction. As services play a pivotal role in the Future Internet Architecture,
the use of services for integrating the RWI also fits well into the overall architectural
picture. One has to keep in mind though that RWI services have some different prop-
erties from common, enterprise-level services: They are of lower granularity, e.g., just
providing simple sensor readings and, more importantly, they are inherently unreli-
able; such RWI services may suddenly fail and the data they deliver has to be associ-
ated with some quality of information parameters before further processing.

Device Profile for Web Services
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3 Reference Architecture

In this section we present an initial model on which several of the current RWTI archi-
tecture approaches are based. While not as comprehensive as a reference architecture,
it already identifies the major underlying system assumptions and architectural arti-
facts of the current RWI approaches. The model has been developed through a careful
analysis of the existing RWI architectures according to the following dimensions:

1. Underlying system assumptions,

2. functional coverage of the services provided by the architectures,
3. underlying information models in the architectures, and

4. operations and interactions supported in these architectures.

3.1 Underlying RWI Architecture Assumptions

Common to all RWI architectures is the underlying view of the world, which is di-
vided into a real and a digital world as depicted in Fig. 1. The real world consists of
the physical environment that is instrumented with machine readable identification
tags, sensors, actuators and processing elements organized in domain specific islands
in order to monitor and interact with the physical entities that we are interested in.
The digital world consists of:

a) Resources which are representations of the instruments — Resource level,

b) Entities of Interest (Eol) which are representations of people, places and things —
Entity level, and

c¢) Resource Users which represent the physical people or application software that
intends to interact with Resources and Eol.

Providing the services and corresponding underlying information models to bridge the
physical and the digital world by allowing users/applications to interact with the Re-
sources and Eol is the main contribution of the RWI reference architecture towards a
RWI. Typically, RWI architectures provide two abstraction levels for such interac-
tions: resource level and entity level.

Real World Entity-based Context
Model models relevant
= aspectsofReal World

Real-World Internet

ol

Association of resources
to modelled entities

Z7 L ko

nsor

Resources Identify, £ Frensor sensor Resource
measure, observe L, v Level

orinteract

Fig. 1. World-view of RWI systems



70 A. Gluhak et al.

On the resource level, resource users directly interact with resources. Such interac-
tions are suitable for certain types of RWI applications where the provided informa-
tion or interaction does not need any context (e.g., an understanding of how informa-
tion is related to a real-world entity).

On the entity level, some RWI architectures offer the option to applications to use
an inherent context model which is centered around the Eol. For these Eols, relevant
aspects like the activity of a person or the current location of a car are modeled as
context attributes. Applications can base their requests on Eol and context attributes.
The underlying requirement is that the resources providing information are associated
with the respective entities and attributes, so that the services offered by the RWI
architectures can find the required resources for the entity-level requests. Therefore,
architectural components exist that enable contextualized information retrieval and
interaction, as well as dynamic service composition.

Besides the above assumptions, various architectures take also socio-economic as-
pects into consideration, as they consider various actors in one or more business roles
within the context of the RWI eco-system created around their architecture, forming
the so-called RWI communities. The main roles in these communities are:

1. Resource Providers who own the resources,
2. Framework Providers who own the architectural framework components, and
3. Resource Users who are the main users of the resources or architectural services.

3.1 Functional Coverage of RWI Architectures

This section explores the different functional features provided by the service func-
tions of the existing architectures to support the interactions between resources and
resource users and the corresponding business roles inside the RWI ecosystem.

Resource discovery is one of the basic services RWI architectures provide for re-
source-level access. It allows resource users to lookup and find resources that are
made available by resource providers in an RWI community. Resource users specify
characteristics of a resource, e.g., the identifier or type they are interested in, and
receive (references to) one or more resources that match the requested criteria.

Context information query is a more advanced functionality provided by some
RWTI architectures for entity level access. It allows resource users to directly access
context information in the RWI concerning Eols or find resources from which such
information can be obtained. Unlike resource discovery, context information queries
involve semantic resolution of declarative queries and require resources and entities to
be adequately modeled and described.

Actuation and control loop support is another advanced functionality providing ac-
cess to RWI resources at entity level. It allows resource users to declaratively specify
simple or complex actuation requests or expected outcomes of actuations on an Eol.
The respective functions ensure that resource users are provided with an adequate set
of resources able to achieve the specified objectives or that appropriate actions are
executed according to the specified outcomes.

Dynamic resource creation is an advanced functionally of some architectures and
mainly relates to virtual resources such as processing resources. It enables the dy-
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namic instantiation of resources (e.g., processing services) on resource hosts in order
to satisfy context information requests and actuation requests.

Session management functionality is provided to support longer lasting interactions
between resources and resource users, in particular if these interactions span multiple
resources. Longer lasting interactions may require adaptation of the interactions to
system dynamics, such as change of availability of resources, e.g., the replacement of
one or more resource endpoints during the lifetime of the interaction, shielding this
complexity from the resource user.

Access control functionality is essential to ensure that only authorized resource us-
ers are able to access the resources. It typically involves authentication of resource
users at request time and subsequent authorization of resource usage. Another aspect
of resource access is access arbitration, if concurrent access occurs by multiple au-
thorized users. This requires mechanisms to resolve contention if multiple conflicting
requests are made including pre-emption and prioritization.

Auditing and billing functionality are necessary to provide accounting and account-
ability in an RWI architecture. Based on the accounting model, resource users can be
charged for the access to resources or provided information and actuation services.
Accountability and traceability can be achieved by recording transactions and interac-
tions taking place at the respective system entities.

3.2  Smart Object Model

At its core, the proposed architectural model defines a set of entities and their rela-
tionships, the Smart Object Model. The entities form the basic abstractions on which
the various system functions previously described operate. The object model reflects a
clear separation of concerns at the various system levels and their real-world interrela-
tionships according to the assumptions described in Section 2.1.

A central entity in the Smart Object Model is the concept of a resource. Conceptu-
ally, resources provide unifying abstractions for real-world information and interac-
tion capabilities comparable to web resources in the current web architecture. In the
same way as a web user interacts with a web resource, e.g., retrieve a web page, the
user can interact with the real-world resources, e.g., retrieve sensor data from a sen-
sor. However, while the concept of the web resource refers to a virtual resource iden-
tified by a Universal Resource Identifier (URI), a resource in the RWI context is an
abstraction for a specific set of physical and virtual resources.

The resources in the Smart Object Model abstract capabilities offered by real-world
entities such as sensing, actuation, processing of context and sensor data or actuation
loops, and management information concerning sensor/actuator nodes, gateway devices
or entire collections of those. Thus a resource has a manifestation in the physical world,
which could be a sensor, an actuator, a processing component or a combination of these.
In the latter case we refer to it as a composite resource. A resource is unique within a
system (domain) and is described by an associated resource description, whose format is
uniform for all resources across systems and domains. This uniform resource descrip-
tion format enables and simplifies the reuse of existing resources in different contexts
and systems and is a major contribution of the proposed architectural model.



72 A. Gluhak et al.

The Smart Object Model distinguishes between the (physical) instances of system
resources and the software components implementing the interaction endpoints from
the user perspective (Resource End Point — REP). Furthermore, the model distin-
guishes between the devices hosting the resources (Resource Host) and the network
devices hosting the respective interaction end points (REP Host). This separation
enables the various system functions described in the previous section to deal with
real-world dynamics in an efficient and adequate manner and facilitates different
deployment models of a system. Fig. 2 shows the Smart Object Model in terms of
entities and their inter-relationships.

Re::];/i\grld 0* asssl(i:ti:tedo > Resource %* REP
1.* 1.%
hosts contains
L L
Resource REP host

Fig. 2. Key entities and their relationships in the RWI system model

A REP is a software component that represents an interaction end-point for a physical
resource. It implements one or more Resource Access Interfaces (RAIs) to the re-
source. The same resource may be accessible via multiple REPs, through the same
RAI or different ones. In comparison to the current web architecture, REPs can be
considered equivalent to web resources, which are uniquely identified by a URL.

The device hosting a resource is referred to as the Resource Host. Sensor nodes are
typical examples for resource hosts, but there can be arbitrary devices acting in this
role, for example, mobile phones or access points that embed resources. A REP Host
is a device that executes the software process representing the REP.

As mentioned before, the resources and REPs are conceptually separated from their
hosts to facilitate different deployment options. In some cases a REP host and a re-
source host can be co-located on the same physical device, e.g., in the case of a mo-
bile phone. Similarly, there may be cases where the REP is not hosted on the resource
host itself, for example, a computer in the network or an embedded server may act as
the REP host for a resource, which is physically hosted on a sensor node connected to it.
This distinction is important when mobility, disconnections and other system dynamics
come into play, as it provides a conceptual model to effectively keep the system state
consistent for the correct operation of an overall system. Moreover, this separation of
concerns provides a means of protecting low-capability resources, e.g., low-power sen-
sor nodes, from attacks by hosting their REPs on more powerful hardware.

Unlike other models, the Smart Object Model considers also real-world entities in
its model and manages the dynamic associations between the real world entities and
the sensors/actuators that can provide information about them/act upon them. Exam-
ples of the real-world entities — also known as Entities of Interest or Eols — are persons,
places, or objects of the real world that are considered relevant to provide a service to



An Architectural Blueprint for a Real-World Internet 73

users or applications. A resource in the Smart Object Model thus provides (context)
information or interaction capabilities concerning associated real-world entities.

3.3 Interaction Styles

The classes of system functions described in Section 2.1 may be realized through
different interaction styles which can be classified along the following dimensions:

e Synchronous or asynchronous: Does the operation block the thread of control and
wait for a result (blocking) or is it executed in parallel (non-blocking)?

e Session context: If an interaction depends on previous interactions, then the system
must store and maintain the state of a “conversation”.

e One-shot or continuous: The interaction may either return a single result immedi-
ately or run continuously and return results as they come along.

e Number of participants: Interactions among resources and resource users can be
1:1, 1:n or m:n.

Well-known styles can easily be mapped to these dimensions, for example, synchro-
nous-continuous would be “polling”, whereas asynchronous-continuous would be
“event-driven”.

Each style can be implemented in various ways, depending on the specific system
and its requirements. A continuous interaction can e.g. be implemented through a
pub/sub service; a complex event processing system via polling in regular intervals or
by a simple asynchronous callback mechanism, etc. The different choices determine
not only the resource consumption and communication stress on the underlying infra-
structure but also the flexibility, extensibility, dependability, determinism, etc. of the
implemented system. However, the interfaces to these choices at the implementation
architecture level should be uniform as this allows the exchange of one communica-
tion infrastructure by another without requiring major recoding efforts of an applica-
tion and also enables an n-system development and deployment.

Also, the interaction patterns manifest themselves in communication flows of dif-
ferent characteristics. In order to effectively support these flows, different types of
communication services may be required from the underlying communication service
layer. Table 1 shows a simple way to assess and compare interaction styles of differ-
ent architectures by arranging the possible combinations in a two-dimensional grid.

Table 1. Classification of interactions

Architecture name Synchronicity Session Context
sync async yes no
Duration Oqe-shot
Continuous
1:1
Participants I:n
m:n
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4 Analysis of Existing Architectures

In this section we briefly review five of the most relevant RWI architecture ap-
proaches with respect to the functional coverage provided in the context of the above
defined reference architecture. These approaches have been recently developed in the
ASPIRE, FZI Living Lab AAL (Ambient Assisted Living), PECES, SemsorGrid4Env
and SENSEI European research projects. Following this, a number of other relevant
architectures are identified and a table at the section’s end summarizes the functional
coverage of the five main architectures.

4.1 ASPIRE

The ASPIRE architecture [ASPIRE] is based on EPGglobal [EPC] with a number of
objective-specific additions. In a Radio Frequency Identification (RFID) based sce-
nario, the tags act as hosts for the resources in form of Electronic Product Codes
(EPCs), IDs or other information as well as for value-added information in form of
e.g. sensor data. The resource hosts are abstracted through the RFID readers due to
the passive communication of the tags. The Object Naming Service (ONS) corre-
sponds to the Entity Directory that returns the URLs of relevant resources for the EPC
in question — this is the White Pages service. The EPC Information Service (EPCIS)
implements the Resource Directory by storing more rich information of the resource.
The information stored covers WHAT, WHERE, WHEN and WHY for an EPC and
can be used as a Yellow Pages service. The Application Layer Event (ALE) function-
ality implements the functionality of a Semantic Query Resolver (SQR). The ALE
operates through an Event Cycle specification (ECspec) where resources are defined.
ASPIRE introduces a Business Event Generator (BEG) which implements additional
logic for interactions using semantics of the specific RFID application. Query plan-
ning is done through the definition of an ECspec and can be mapped into the SQR. In
addition, three request modes are standardized corresponding to interactions. “Sub-
scribe” issues a standing request for asynchronous reporting of an ECspec and is de-
fined as a continuous request with no one-shot scenario. “Poll” issues a standing re-
quest for synchronous reporting of an ECspec and maps to the synchronous interac-
tion, but again only for continuous requests. “Immediate” maps to the synchronous
one-shot interaction and requires no ECspec as it focuses on one-shot customized
reporting.

4.2  FZI Living Lab AAL

The FZI Living Lab AAL architecture [LLAAL] represents a combination of the
service-oriented provision of AAL services and event-driven communication between
them, in order to enable a proactive reaction on some emergent situations in the living
environment of elderly people. The system is based on the OSGi service middleware
and consists of two main sub systems: the service platform openAAL and the
ETALIS Complex event processing system (icep.fzi.de). It provides generic platform
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services like context management for collecting and abstracting data about the envi-
ronment, workflow based specifications of system behaviour and semantically-
enabled service discovery. Framework and platform services are loosely coupled by
operating and communicating on shared vocabulary (most important ontologies: AAL
domain, Sensor-ontology). The architecture can be mapped on the RWI Reference
Architecture as follows. RWI sensors and RWI actuators are analogous to the AAL
sensors and actuators. AAL AP (assisted person) corresponds to the RWI Resource
User and RWI Entities of Interest (Entities of Interest) are analogous to the contextual
information provided by AAL contextual manager. ETALIS (CEP engine) and Pub-
sub service correspond to the RWI CEP Resource and RWI pub-sub service, respec-
tively. Both one-shot and continuous interactions are supported between components,
whereas the primary way of interaction is the asynchronous-continuous, i.e. event-
driven one.

43 PECES

The PECES architecture [PECES] provides a comprehensive software layer to enable
the seamless cooperation of embedded devices across various smart spaces on a
global scale in a context-dependent, secure and trustworthy manner. PECES facili-
tates the easy formation of communities and collaboration across smart spaces, thus
supporting nomadic users and remote collaboration among objects in different smart
spaces in a seamless and automatic way. The PECES middleware architecture enables
dynamic group-based communication between PECES applications (Resources) by
utilizing contextual information based on a flexible context ontology. Although Re-
sources are not directly analogous to PECES middleware instances, gateways to these
devices are more resource-rich and can host middleware instances, and can be queried
provided that an application-level querying interface is implemented. Entities of In-
terest are analogous to the contextual information underlying PECES. These entities
are encapsulated as any other contextual information, a model abstraction which can
include spatial elements (GIS information), personal elements (personal profiles) and
devices and their profiles. The PECES Registry component implements a Yellow
Pages directory service, i.e., services are described through attributes, modeled as
contextual information, and a range of services (resources). Any service (resource)
matching that description may be returned by the registry. Although no “session con-
text” is required, a pre-requirement exists that interacting PECES applications,
whether they are entities or resources, must be running the PECES middleware before
any interaction may occur. Both one-shot and continuous interactions are supported
between components and PECES provides the grouping and addressing functionality
and associated security mechanisms that are required to enable dynamic loosely-
coupled systems. The number of participants can be m:n, as PECES primarily targets
group-based communication scenarios.
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4.4 SemsorGrid4Env

The SemSorGrid4Env architecture [SSG4Env] provides support for the discovery and
use of sensor-based, streaming and static data sources in manners that were not neces-
sarily foreseen when the sensor networks were deployed or the data sources made
available. The architecture may be applied to almost any type of real world entity,
although it has been used mainly with real world entities related to natural phenomena
(e.g, temperature, humidity, wave length). The types of resources considered are:
sensor networks, off-the-shelf mote-based networks or ad-hoc sensors; streaming data
sources, normally containing historical information from sensors; and even relational
databases, which may contain any type of information from the digital world (hence
resource hosts are multiple). These resources are made available through a number of
data-focused services (acting as resource endpoints), which are based on the WS-DAI
specification for data access and integration and which are supported by the SemSor-
Grid4Env reference implementation. These services include those focused on data
registration and discovery (where a spatio-temporal extension of SPARQL -
stSPARQL -, is used to discover data sources from the SemSorGrid4Env registry),
data access and query (where ontology-based and non-ontology-based query lan-
guages are provided to access data: SPARQL-Stream and SNEEql — a declarative
continuous query language over acquisition sensor networks, continuous streaming
data, and traditional stored data), and data integration (where the ontology-based
SPARQL-Stream language is used to integrate data from heterogeneous and multi-
modal data sources). Other capabilities offered by the architecture are related to sup-
porting synchronous and asynchronous access modes, with subscription/pull and
push-based capabilities, and actuating over sensor networks, by in-network query
processing mechanisms that take declarative queries and transform them into code
that changes the behavior of sensor networks. Context information queries are sup-
ported by using ontologies about roles, agents, services and resources.

4.5 SENSEI

The SENSEI architecture [SENSEI] aims at integrating geo-graphically dispersed and
internet interconnected heterogeneous WSAN (Wireless Sensor and Actuator Net-
works) systems into a homogeneous fabric for real world information and interaction.
It includes various useful services for both providers and users of real world resources
to form a global market space for real world information and interaction. SENSEI
takes a resource oriented approach which is strongly inspired by service oriented
principles and semantic web technologies. In the SENSEI architecture each real world
resource is described by a uniform resource description, providing basic and semanti-
cally expressed advanced operations of a resource, describing its capabilities and REP
information. These uniform descriptions provide the basis for a variety of different
supporting services that operate upon. On top of this unifying framework SENSEI
builds a context framework, with a 3 layer information model. One of the key support
services is a rendezvous mechanism that allows resource users to discover and query
resources that fulfill their interaction requirements. At lower level this is realized by a
federated resource directory across different administrative domains. On top of it, the
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architecture provides a semantic query support, allowing resource users to declara-
tively express context information or actuation tasks. Using a semantic query resolver
and the support of an entity directory (in which bindings of real world resources and
entities are maintained) suitable sensor, actuator and processing services can be iden-
tified and dynamically combined in order to provide request context information or
realize more complex actuation loops. In order to increase flexibility at run-time,
dynamic resource creation functionality allows for the instantiation of processing
resources that may be required but not yet deployed in the system. The SENSEI archi-
tecture supports both one-time and longer lasting interactions between resource users
and resource providers, that can be streaming or event based and provides mechanism
through the execution manager to maintain a desired quality of information and actua-
tion despite system dynamics. A comprehensive security framework provides func-
tions for the realization of a variety of different trust relationships. This is centered on
a security token service for resource users and AAA (Authentication, Authorization
and Accounting) service to enforce access at the access controlled entities covering
resources and framework functions. Furthermore AAA services perform accounting
and auditing for authorized use of real world resources.

4.6 Other Architectures

A number of projects focus on aspects beyond the architectural blueprint presented in
this chapter, the most prominent being SPITFIRE [SPITFIRE] and IoT-A [IoT-A]. As
these projects have just started and have not produced architectures yet, they can only
be included in the future work on an RWI reference architecture.

SPITFIRE aims at extending the Web into the embedded world to form a Web of
Things (WoT), where Web representations of real-world entities offer services to
access and modify their physical state and to mash up these real-world services with
traditional services and data available in the Web. SPITFIRE extends the architectural
model of this chapter by its focus on services, supporting heterogeneous and resource-
constrained devices, its extensive use of existing Web standards such as RESTful
interfaces and Linked Open Data, along with semantic descriptions throughout the
whole architecture.

The IoT-A project extends the concepts developed in SENSEI further to provide a
unified architecture for an Internet of Things. It aims at the creation of a common
architectural framework making a diversity of real world information sources such as
wireless sensor networks and heterogeneous identification technologies accessible on
a Future Internet. While addressing various challenges [ZGL+], it will provide key
building blocks on which a future IoT architecture will be based, such as a global
resolution infrastructure that allows IoT resources to be dynamically resolved to enti-
ties of the real world to which they can relate.
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Summary of Project Realizations

4.7

Table 2a. Functional coverage of current RWI architecture approaches
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Table 2b. Functional coverage of current RWI architecture approaches
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5 Concluding Remarks

The chapter presents a blueprint for design of systems capable of capturing informa-
tion from and about the physical world and making it available for usage in the digital
world. Based on the inputs and analysis of several research projects in this domain, it
provides an outline of the main architectural components, interactions between the
components and a way to describe the information and capabilities of the components
in a standardized manner. Although not the final RWI reference architecture, the
blueprint already captures the main features of such systems well as can be seen from
the analysis of architectures designed in five different projects.

The work on the IoT reference architecture will continue to be driven by the RWI
group of the FIA in collaboration with the FP7 IOT-i coordinated action project
(http://www.iot-i.eu) and the IERC, the European Research Cluster on the Internet of
Things (http://www.internet-of-things-research.eu/). The results will be contributed to
the FIA Architecture track. It is expected that the final architecture will be ready by
the end of 2011.

Open Access. This article is distributed under the terms of the Creative Commons Attribution
Noncommercial License which permits any noncommercial use, distribution, and reproduction
in any medium, provided the original author(s) and source are credited.
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Abstract. The current debate around the future of the Internet has brought to
front the concept of “Content-Centric” architecture, lying between the Web of
Documents and the generalized Web of Data, in which explicit data are embed-
ded in structured documents enabling the consistent support for the direct ma-
nipulation of information fragments. In this paper we present the InterDataNet
(IDN) infrastructure technology designed to allow the RESTful management of
interlinked information resources structured around documents. IDN deals with
globally identified, addressable and reusable information fragments; it adopts
an URI-based addressing scheme; it provides a simple, uniform Web-based in-
terface to distributed heterogeneous information management; it endows infor-
mation fragments with collaboration-oriented properties, namely: privacy, li-
censing, security, provenance, consistency, versioning and availability; it glues
together reusable information fragments into meaningful structured and inte-
grated documents without the need of a pre-defined schema.

Keywords: Web of Data; future Web; Linked Data; RESTful; read-write Web;
collaboration.

1 Introduction

There are many evolutionary approaches of the Internet architecture which are at the
heart of the discussions both in the scientific and industrial contexts: Web of
Data/Linked Data, Semantic Web, REST architecture, Internet of Services, SOA and
Web Services and Internet of Things approaches. Each of these approaches focus on
specific aspects and objectives which underlie the high level requirements of being a
driver towards ““a better Internet” or “a better Web”.

Three powerful concepts present themselves as main drivers of the Future Internet
[1][2]. They are: a user-centric perspective, a service-centric perspective and a content-
centric perspective. The user-centric perspective emphasizes the end-user experience as
the driving force for all technological innovation; the service-centric perspective is
currently influenced in enterprise IT environment and in the Web2.0 mashup culture,
showing the importance of flexibly reusing service components to build efficient appli-
cations. The Content-Centric perspective leverages on the importance of creating, pub-

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 81-90, 2011.
© The Author(s). This article is published with open access at SpringerLink.com.
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lishing and interlinking content on the Web and providing content-specific infrastruc-
tural services for (rich media) content production, publication, interlinking and con-
sumption. Even if it is very difficult to provide a strict separation of approaches because
either they are often positioned or have evolved touching blurred areas between Con-
tent, Services and User perspectives, a rough schema in Table 1 can provide highlights
the main, original, driving forces of such approaches.

Table 1. Rough classification of main driving forces in current Future Network evolutionary
approaches

Content-centric Service-centric  Users-centric
Approaches ~ Web of Data/ Internet of Web 2.0,
Linked Data Services Web 3.0,
WS-* Semantic Web
REST SOA Internet of Things

The three views can be interpreted as emphasizing different aspect rather than ex-
pressing opposing statements. Hence, merging and homogenizing towards an encom-
passing perspective may help towards the right decision choice for the Future Internet.
Such an encompassing perspective has been discussed in terms of high-level general
architecture in [1] and has been named “Content-Centric Internet”. At the heart of this
architecture is the notion of Content, defined as “any type and volume of raw infor-
mation that can be combined, mixed or aggregated to generate new content and me-
dia” which is embedded in the Content Object, “the smallest addressable unit man-
aged by the architecture, regardless of its physical location”. In such an high-level
platform, Content and Information are separate concepts [3] and Services are built as
a result of a set of functions applied to the content, to pieces of information or ser-
vices. As a consequence of merging the three views (user, content, service-oriented)
the Future Internet Architecture herewith described essentially proposes a Virtual
Resources abstraction required for the Content-Centric approach. Another view of
“Content-centric Internet architecture” is elaborated in [2] by Danny Ayers, based on
the assumption that “what is missing is the ability to join information pieces together
and work more on the level of knowledge representation”. Ayers’ proposal is there-
fore a “Transitional Web” lying between the Web of Documents and the generalized
Web of Data in which explicit data are embedded in documents enabling the consis-
tent support for the direct manipulation of information as data without the limitation
of current data manipulation approaches. To this end, Ayers identifies the need to find
and develop technologies allowing the management of “micro-content” i.e. sub-
document-sized chunks (information/document fragments), in which content being
managed and delivered is associated with descriptive metadata.

Abstracting from the different use of terms related to the concepts “data”, “con-
tent” and “information” which can be found in literature with different meanings [4],
the grounding consistency that can be highlighted is related to the need of providing
an evolutionary direction to the network architecture hinging on the concept of a
small, Web-wide addressable data/content/information unit which should be organ-
ized according a specific model and handled by the network architecture so as to



Managing a Global Distributed Interlinked Data-Content-Information Space 83

provide basic Services at an “infrastructural level” which in turn will ground the de-
velopment of Applications fulfilling the user-centric needs and perspectives. Among
the different paths to the Web of Data the one most explored is adding explicit data to
content. Directly treating content as data has instead had little analysis.

In this paper we discuss evolution of InterDataNet (IDN) an high-level Resource
Oriented Architecture proposed to enable the Future Internet approaches (see [5] [6]
and references therein).

InterDataNet is composed of two main elements: the IDN-Information Model and
the IDN-Service Architecture. Their joint use is meant to allow:

1. the management of addressable and reusable information fragment

2. their organization into structured documents around which different actors collabo-
rate

3. the infrastructural support to collaboration on documents and their composing
information fragments

4. the Web-wide scalability of the approach.

The purpose of this paper is to show that InterDataNet can provide a high-level model
of the Content-Centric Virtualized Network grounding the Future Internet Architec-
ture. For such a purpose InterDataNet can provide a Content-Centric abstraction level
(the IDN-Information Model) and a handling mechanism (the IDN Service Architec-
ture), to support enhanced content/information-centric services for Applications, as
highlighted in Figure 1.

Service/Application
Aware Virtual Clouds

Y
Content/Service Aware
— == Virtual Clonds

Information/Servica/
Qyerlay/Clokd =

Network/Content

Service Comune B

di notifica

Mobile . PAN 2
&

Fig. 1. InterDataNet architecture situated with respect to the Future Internet architecture envis-
aged in [7].
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Referring to Table 1, current Content-centric network approaches and architectures,
though aiming at dealing with distributed granular content over the Web, suffer from
a main limitation: the more we get away from the data and move into the direction of
information, the fewer available solutions are there capable of covering the following
requirements:

— the management of addressable and reusable information fragment

— their organization into structured documents around which different actors collabo-
rate

— the infrastructural (i.e. non application-dependent) support to collaboration on
above documents and their composing information fragments

— the uniform REST interaction with the resources

— the Web-wide scalability of the approach.

This consolidates the need to look for and provide solutions fitting the visionary path
towards a content-information/abstraction levels as illustrated in Figure 1, to which
we provide our contribution, with the technological solution described in the follow-
ing section.

2 The InterDataNet Content-Centric Approach

InterDataNet main characteristics are the following:

1. IDN deals with globally identified, addressable and reusable information fragments
(as in Web of Data)

2. IDN adopts an URI-based addressing scheme (as in Linked Data)

3. IDN provides simple a uniform Web-based interface to distributed heterogeneous
data management (REST approach)

4. IDN provides - at an infrastructural level - collaboration-oriented basic services,
namely: privacy, licensing, security, provenance, consistency, versioning and
availability

5. IDN glues together reusable information fragments into meaningful structured and
integrated documents without the need of a pre-defined schema.

This will alleviate application-levels of sharing arbitrary pieces of information in ad-hoc
manner while providing compliancy with current network architectures and approaches
such as Linked Data, RESTful Web Services, Internet of Service, Internet of Things.

2.1 The InterDataNet Information Model and Service Architecture

IDN framework is described through the ensemble of concepts, models and technolo-
gies pertaining to the following two views (Fig. 2):

IDN-IM (InterDataNet Information Model). It is the shared information model
representing a generic document model which is independent from specific contexts
and technologies. It defines the requirements, desirable properties, principles and
structure of the document to be managed by IDN.
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IDN-SA (InterDataNet Service Architecture). It is the architectural layered model
handling IDN-IM documents (it manages the IDN-IM concrete instances allowing the
users to “act” on pieces of information and documents). The IDN-SA implements the
reference functionalities defining subsystems, protocols and interfaces for IDN docu-
ment collaborative management. The IDN-SA exposes an IDN-API (Application Pro-
gramming Interface) on top of which IDN-compliant Applications can be developed.

— —
I";c& nfinfoumaﬁonu“ mm:'\r‘jadocumenu > Bl
= . applications interact with IDN-IM
IDNEAEIS shrough ION-APis > / \
skl > . .
- 2 -’
5 = 8§

Fig. 2. InterDataNet framework

The InterDataNet Information Model. The Information Model is the graph-based
data model (see Figure 3) to describe interlinked data representing a generic docu-
ment model in IDN and is the starting point from which has been derived the design
of IDN architecture.

Generic information modeled in IDN-IM is formalized as an aggregation of data
units. Each data unit is assigned at least with a global identifier and contains generic
data and metadata; at a formal level, such data unit is a node in a Directed Acyclic
Graph (DAG). The abstract data structure is named IDN-Node. An IDN-Node is the
“content-item” handled by the “content-centric” IDN-Service Architecture. The de-
gree of atomicity of the IDN Nodes is related to the most elementary information
fragment whose management is needed in a given application. The information frag-
ment to be handled in IDN-IM compliant documents, has to be inserted into a con-
tainer represented by the IDN-Node structure, i.e. a rich hierarchically structured
content. The IDN Node is addressable by an HTTP URI and its contents (name, type,
value and metadata) are under the responsibility of a given entity. The node aggre-
gated into an IDN-IM document is used (read, wrote, updated, replicated, etc.) under
the condition applied/specified on it by its responsible. An IDN-document structures
data units is composed of nodes related to each other through directed “links”. Three
main link types are defined in the Information Model:

— aggregation links, to express relations among nodes inside an IDN-document;

— reference links, to express relations between distinct IDN-documents;

— back links, to enable the mechanism of notification of IDN-nodes updates to parent-
nodes (back propagation).
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The different types of links envisaged in IDN-IM are conceived to enable collabora-
tion extending the traditional concept of Ayperlink. Indeed the concept of link ex-
pressed by the “href” attribute in HTML tags inherently incorporate different “mean-
ings” of the link: either inclusion in a given document, such as it is the case of the tag
<img> image, or reference to external document, such as it is the case of the <a>
anchor tag. Explicitly separating these differences allow to make the meaning explicit
and consequently enable the different actions, e.g. assign specific authorizations on
the resources involved in the link. Actually, if two resources are connected through an
aggregation link then the owner of each resources has the capability to write and read
both of them. Instead the reference link implies only the capability to read the re-
source connected. In Figure 3 aggregation, reference and back links are illustrated.

Pgrpresy
................ Referance
MNotification
- =
IDN-Document IDN-Document

Fig. 3. InterDataNet Information-Model

InterDataNet Service Architecture. IDN Service Architecture (IDN-SA) is made up
of four layers: Storage Interface, Replica Management, Information History and Vir-
tual Resource. Each layer interacts only with its upper and lower level and relies on
the services offered by IDN naming system. IDN-Nodes are the information that the
layers exchange in their communications. In each layer a different type of IDN-Node
is used: SI-Node, RM-Node, IH-Node and VR-Node. Each layer receives as input a
specific type of IDN-Node and applies a transformation on the relevant metadata to
obtain its own IDN-Node type. The transformation (adding, modifying, updating and
deleting metadata) resembles the encapsulation process used in the TCP/IP protocol
stack. The different types of IDN-Nodes have different classes of HTTP-URI as iden-
tifiers.

Storage Interface (SI) provides the services related to the physical storage of informa-
tion and an interface towards legacy systems. It offers a REST interface enabling
CRUD operations over SI-Nodes. SI-Nodes identifiers are URLs.
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Replica Management (RM) provides a delocalized view of the resources to the upper
layer. It offers a REST interface enabling CRUD operations over RM-Nodes. RM-
Nodes identifiers are HTTP-URI named PRI (Persistent Resource Identifier). RM
presents a single RM-Node to the IH layer hiding the existence of multiple replicas in
the SI layer.

Information History (IH) manages temporal changes of information. It offers a REST
interface enabling CRUD operations over IH-Nodes. IH Nodes identifiers are HTTP-
URI named VRI (Versioned Resource Identifier). The IH layer presents the specific
temporal version of the Node to the VR layer.

Virtual Resource (VR) manages the document structure. It offers to IDN compliant
applications a REST interface enabling CRUD operations on VR-Nodes. VR-Nodes
identifiers are HTTP-URIs named LRIs (Logical Resource Identifiers).

On top of the four layers of the Service Architecture, the IDN-compliant Application
layer uses the documents’ abstraction defined in the Container-Content principle.
Interfacing to the VR layer, the application is entitled to specify the temporal instance
of the document handled.

The communications between IDN-SA layers follows the REST [8] paradigm
through the exchange of common HTTP messages containing a generic IDN-Node in
the message body and IDN-Node identifier in the message header.

IDN architecture envisages a three layers naming system (figure 5): in the upper
layer are used Logical Resource Identifier (LRI) to allow IDN-application to identify
IDN-nodes. LRI are specified in a human-friendly way and minted by the IDN-
Applications. Each IDN-Node can be referred to thanks to a global unique canonical
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Fig. 4. InterDataNet Service Architecture
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name and one or more “aliases. In the second layer are used Persistent Resource Iden-
tifiers (PRI) in order to obtain a way to unambiguously, univocally and persistently
identify the resources within IDN-middleware independent of their physical locations;
in the lower layer are used Uniform Resource Locators (URL) to identify resource
replicas as well as to access them. Each resource can be replicated many times and
therefore many URLs will correspond to one PRI. The distributed pattern adopted in
the IDN naming system resembles the traditional DNS system in which the load cor-
responding on a single hostname is distributed on several IP addresses. Analogously
we distributed a PRI (HTTP-URI) on a set of URLs (HTTP-URIs), using a DNS-like
distributed approach.

The implementations of IDN-SA are a set of different software modules, one mod-
ule for each layer. Each module, implemented using an HTTP server, will offers a
REST interface. The interaction between IDN-compliant applications and IDN-SA
follows the HTTP protocol as defined in REST architectural style too. CRUD opera-
tions on application-side will therefore be enabled to the manipulation of data on a
global scale within the Web.

REST interface has been adopted in IDN-SA implementation as the actions al-
lowed on IDN-IM can be translated in CRUD style operations over IDN-Nodes with
the assumption that an IDN-document can be thought as an IDN-Node resources
collection. The resources involved in REST interaction are representations of IDN-
Nodes. As introduced earlier in this Section, there are several types of Nodes all of
which are coded in an “IDN/XML format” (data format defined with XML language).
Every resource in such format must be well formed with respect to XML syntax, and
valid with respect to a specific schema (coded in XML Schema) defined according to
this purpose. The schema for “IDN/XML format” uses both an ad-hoc built vocabu-
lary to describe terms which are peculiar to the adopted representation, as well as
standard vocabularies from which it borrows set of terms. Each IDN-Node resource is
identified by an HTTP-URI. Through its HTTP-URI it is possible to interact with the
resource in CRUD style, using the four primitives POST, GET, PUT, DELETE.

It is worth highlighting that the IDN-Service Architecture is designed to allow in-
herent scalability also in the deployment of its functions. According to the envisaged
steps the architecture can offer and deploy specific functionalities of the architecture
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- RM
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Fig. 5. InterDataNet Service Architecture scalability features



Managing a Global Distributed Interlinked Data-Content-Information Space 89

without the need to achieve the complete development of the architecture before its
adoption. In this way, specific IDN-Applications developed on top of IDN-SA level
0/1/2 would thus leverage on a subset of IDN characteristics, and functions while
keeping the possibility to upgrade to the full IDN on a need or case basis and once
further releases will be available, as it is illustrated in Figure 5.

3 Conclusion

The kind of Content-centric interoperability we aim to provide in IDN is related to the
exchange and controlled use (discovery, retrieve, access, edit, publish, etc.) of the
distributed information fragments (contents) handled through IDN-IM documents.
The presented approach is not an alternative to current Web of Data and Linked Data
approaches rather it aims at viewing the same data handled by the current Web of
Data from a different perspective, where a simplified information model, representing
only information resources, is adopted and where the attention is focused on collabo-
ration around documents and documents fragments either adopting the same global
naming convention or suggesting new methods of handling data, relying on standard
Web techniques.

InterDataNet could be considered to enable a step ahead from the Web of Docu-
ment and possibly grounding the Web of Data, where an automated mapping of IDN-
IM serialization into RDF world is made possible using the Named Graph approach
[9]. Details on this issue are beyond the scope of the present paper.

The authors are aware that the IDN vision must be confronted with the evaluation
of the proposed approach. Providing demonstrable contribution to such a high level
goal is not an easy task, as it is demonstrated by the state of the art work defending
this concept idea which, as far as we know, either do not provide concrete details
about the possible implementation solutions to address it [1][3] or circumvent the
problem adopting a mixed approach, while pinpointing the main constraint of the
single solutions. However, several elements can be put forward to sustain our pro-
posal, with respect to three main elements: a) the adoption of layered architecture
approach to break down the complexity of the system problem [10]; b) using HTTP
URIs to address information fragments to manage resources “in” as well as “on” the
Web [11]; c) the adoption of a RESTful Web Services, also known as ROA — Re-
source Oriented Architecture to leverage on REST simplicity (use of well-known
standards i.e. HTTP, XML, URI, MIME), pervasive infrastructure and scalability.
The current state of InterDataNet implementation and deployment, is evolving along
two directions: a) the infrastructure; the Proof of Concept of the implementation of
the full IDN-Service Architecture is ongoing. Current available releases of the Archi-
tecture implement all the layers except for the Replica Management layer, while the
implementation of the three-layers naming system is being finalized; b) applica-
tion/working examples: an IDN-compliant applications has been developed on top of
a simplified instance of the IDN-SA, implementing only the IDN-VR and IDN-SI
layers. This application is related to the online delivery of Official Certificates of
Residence. The implemented Web application allows Public Officers to assess current
citizens’ official residence address requesting certificates to the entitled body, i.e. the
Municipality.



90 M.C. Pettenati et al.

InterDataNet technological solution decreases the complexity of the problems at
the Application level because it offers infrastructural enablers to Web-based interop-
eration without requiring major preliminary agreements between interoperating par-
ties thus providing a contribution in the direction of taking full advantage of the Web
of Data potential.
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Abstract. This Chapter proposes a novel Cognitive Framework as reference ar-
chitecture for the Future Internet (FI), which is based on so-called Cognitive
Managers. The objective of the proposed architecture is twofold. On one hand,
it aims at achieving a full interoperation among the different entities constitut-
ing the ICT environment, by means of the introduction of Semantic Virtualiza-
tion Enablers, in charge of virtualizing the heterogeneous entities interfacing
the FI framework. On the other hand, it aims at achieving an inter-network and
inter-layer cross-optimization by means of a set of so-called Cognitive En-
ablers, which are in charge of taking consistent and coordinated decisions ac-
cording to a fully cognitive approach, availing of information coming from both
the transport and the service/content layers of all networks. Preliminary test
studies, realized in a home environment, confirm the potentialities of the pro-
posed solution.

Keywords: Future Internet architecture, Cognitive networks, Virtualization, In-
teroperation.

1 Introduction

Already in 2005, there was the feeling that the architecture and protocols of the Inter-
net needed to be rethought to avoid Internet collapse [1]. However, the research on
Future Internet became a priority only in the last five years, when the exponential
growth of small and/or mobile devices and sensors, of services and of security re-
quirements began to show that current Internet is becoming itself a bottleneck. Two
main approach have been suggested and investigated: the radical approach [2], aimed
at completely re-design the Internet architecture, and the evolutionary approach [3],
trying to smoothly add new functionalities to the current Internet towards.

Right now, the technology evolution managed to cover the lacks of current Internet
architecture, but, probably, the growth in Internet-aware devices and the always more
demanding requirements of new services and applications will require radical archi-
tecture enhancements very soon. This statement is proved by the number of financed
projects both in the USA and in Europe.

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 91-102, 2011.
© The Author(s). This article is published with open access at SpringerLink.com.
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In the USA, there are significant initiatives. NeTS [4] (Networking Technology
and Systems) was a program of the National Science Foundation (NSF) on network-
ing research with the objectives of developing the technology advances required to
build next generation networks and improve the understanding of large, complex and
heterogeneous networks. The follow-up of NeTS, NetSE [5] proposes a clean-state
approach to properly meet new requirements in security, privacy and economic sus-
tainability. GENI [6] (Global Environment for Network Innovations) is a virtual labo-
ratory for at scale experimentation of network science, based on a 40 Gbps real infra-
structure. Stanford Clean Slate [7] proposes a disruptive approach by creating service
platforms available to the research and user communities.

In Europe, Future Internet research has been included as one of the topics in FP6
and FP7. European initiatives appear less prone to a completely clean-state approach
with respect of USA ones, and tries to develop platforms which support services and
applications by utilizing the current Internet infrastructure. For instance, G-Lab [8]
(Design and experiment the network of the future, Germany), is the German national
platform for Future Internet studies, includes both research studies of Future Internet
technologies and the design and setup of experimental facilities. GRIF [9] (Research
Group for the Future Internet, France) and Internet del Futuro [10] (Spain) promotes
cooperation based on several application areas (e.g., health) and technology plat-
forms. FIRE [11] is an EU initiative aimed at the creation of an European Experimen-
tal Facility, which is constructed by progressively connecting existing and upcoming
testbeds for Future Internet technologies.

The contribution of this Chapter is the proposal of a Future Internet architecture
which seamlessly cope with the evolutionary approach but is also open to innovative
technologies and services. The main idea is to collect and elaborate all the informa-
tion coming from the whole environment (i.e., users, contents, services, network re-
sources, computing resources, device characteristics) via virtualization and data min-
ing functionalities; the metadata produced in this way are then input of intelligent
cognitive modules which provide the applications/services with the required function-
alities in order to maximize the user Quality of Experience with the available re-
sources.

The Chapter is organized as follows: Section 2 is devoted to the description of the
concepts underlying the proposed architecture; Section 3 describes the Future Internet
platform in detail; experimental results showing the potential of the platform are de-
scribed in Section 4; finally, Section 5 draws the conclusions.

2 Architecture Concept

A more specific definition of the entities involved in the Future Internet, as well as of
the Future Internet target, can be as follows:

e Actors represent the entities whose requirement fulfillment is the goal of the Future
Internet; for instance, Actors include users, developers, network providers, service
providers, content providers, etc.;
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e Resources represent the entities that can be exploited for fulfilling the Actors’
requirements; example of Resources include services, contents, terminals, devices,
middleware functionalities, storage, computational, connectivity and networking
capabilities, etc.;

e Applications are utilized by the Actors to fulfill their requirements and needs ex-
ploiting the available resources.

In the authors’ vision, the Future Internet target is to allow Applications to transpar-
ently, efficiently and flexibly exploit the available Resources, thus allowing the Actors,
by using such Applications, to fulfill their requirements and needs. In order to achieve
this target, the Future Internet should overcome the following main limitations.

(i) A first limitation is inherent in the traditional layering architecture which forces to
keep algorithms and procedures, laying at different layers, independent one another.
In addition, even in the framework of a given layer, algorithms and procedures deal-
ing with different tasks are often designed independently one another. These issues
greatly simplify the overall design of the telecommunication networks and greatly
reduce processing capabilities, since the overall problem of controlling the telecom-
munication network is decoupled in a certain number of much simpler sub-problems.
Nevertheless, a major limitation of this approach derives from the fact that algorithms
and procedures are poorly coordinated one another, impairing the efficiency of the
overall telecommunication network control. The issues above claim for a stronger
coordination between algorithms and procedures dealing with different tasks.

(i1) A second limitation derives from the fact that, at present, most of the algorithms
and procedures embedded in the telecommunication networks are open-loop, i.e. they
are based on off-line "reasonable" estimation of network variables (e.g. offered traf-
fic), rather than on real-time measurements of such variables. This limitation is be-
coming harder and harder, since the telecommunication network behaviours, due to
the large variety of supported services and the rapid evolution of the service charac-
teristics, are becoming more and more unpredictable. This claims for an evolution
towards closed-loop algorithms and procedures which are able to properly exploit
appropriate real-time network measurements. In this respect, the current technology
developments, which assure cheap and powerful sensing capabilities, favours this
kind of evolution.

(ii1) The third limitation derives from the large variety of existing heterogeneous Re-
sources which have been developed according to different heterogeneous technologies
and hence embedding technology-dependent algorithms and procedures, as well as
from the large variety of heterogeneous Actors who are playing in the ICT arena. In
this respect, the requirement of integrating and virtualizing these Resources and Ac-
tors so that they can be dealt with in an homogeneous and virtual way by the Applica-
tions, claims for the design of a technology-independent, virtualized framework; this
framework, on the one hand, is expected to embed algorithms and procedures which,
leaving out of consideration the specificity of the various networks, can be based on
abstract advanced methodologies and, on the other hand, is expected to be provided
with proper virtualizing interfaces which allow all Applications to benefit from the
functionalities offered by the framework itself.
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The concept behind the proposed Future Internet architecture, which aims at over-
coming the three above-mentioned limitations, is sketched in Fig. 1. As shown in the
figure, the proposed architecture is based on a so-called "Cognitive Future Internet
Framework" (in the following, for the sake of brevity, simply referred to as "Cogni-
tive Framework") adopting a modular design based on middleware "enablers". The
enablers can be grouped into two categories: the Semantic Virtualization Enablers and
the Cognitive Enablers. The Cognitive Enablers represent the core of the Cognitive
Framework and are in charge of providing the Future Internet control and manage-
ment functionalities. They interact with Actors, Resources and Applications through
Semantic Virtualization Enablers.

The Semantic Virtualization Enablers are in charge of virtualizing the heterogene-
ous Actors, Resources and Applications by describing them by means of properly
selected, dynamic, homogeneous, context-aware and semantic aggregated metadata.

The Cognitive Enablers consist of a set of modular, technology-independent, interop-
erating enablers which, on the basis of the aggregated metadata provided by the Seman-
tic Virtualization Enablers, take consistent control and management decisions concern-
ing the best way to exploit and configure the available Resources in order to efficiently
and flexibly satisfy Application requirements and, consequently, the Actors’ needs. For
instance, the Cognitive Enablers can reserve network resources, compose atomic ser-
vices to provide a specific application, maximize the energy efficiency, guarantee a
reliable connection, satisfy the user perceived quality of experience and so on.

The control and management decisions taken by the Cognitive Enablers are han-
dled by the Semantic Virtualization Enablers, in order to be actuated involving the
proper Resources, Applications and Actors.
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Note that, thanks to the aggregated semantic metadata provided by the Semantic Vir-
tualization Enablers, the control and management functionalities included in the Cog-
nitive Enablers have a technology-neutral, multi-layer, multi-network vision of the
surrounding Actors, Resources and Applications. Therefore, the information enriched
(fully cognitive) nature of the aggregated metadata, which serve as Cognitive Enabler
input, coupled with a proper design of Cognitive Enabler algorithms (e.g., multi-
objective advanced control and optimization algorithms), lead to cross-layer and
cross-network optimization.

The Cognitive Framework can exploit one or more of the Cognitive Enablers in a
dynamic fashion: so, depending on the present context, the Cognitive Framework
activates and properly configures the needed Enablers.

Furthermore, in each specific environment, the Cognitive Framework functional-
ities have to be properly distributed in the various network entities (e.g. Mobile Ter-
minals, Base Stations, Backhaul network entities, Core network entities). The selec-
tion and the mapping of the Cognitive Framework functionalities in the network enti-
ties is a critical task which has to be performed case by case by adopting a transparent
approach with respect to the already existing protocols, in order to favour a smooth
migration.

It should be evident that the proposed approach allows to overcome the three
above-mentioned limitations:

(i) Concentrating control and management functionalities in a single Cognitive
Framework makes much easier to take consistent and coordinated decisions. In par-
ticular, the concentration of control functionalities in a single framework allows the
adoption of algorithms and procedures coordinated one another and even jointly ad-
dressing in a one-shot way, problems traditionally dealt with in separate and uncoor-
dinated fashion.

(i) The fact that control decisions can be based on properly selected, aggregated
metadata describing, in real time, Resources, Actors and Applications allows closed-
loop control, i.e. networks become cognitive. In particular, the Cognitive Enablers
can, potentially, perform control elaborations availing of information coming from all
the layers of the protocol stack and from all networks. Oversimplifying, according to
the proposed fully cognitive approach, potentially, all layers benefit from information
coming from all layers of all networks, thus allowing to perform a full cross-layer,
cross-network optimization.

(iii) Control decisions, relevant to the best exploitation of the available Resources, can
be made in a technology independent and virtual fashion, i.e. the specific technologies
and the physical location behind Resources, Actors and Applications can be left out of
consideration. In particular, the decoupling of the Cognitive Framework from the
underlying technology transport layers on the one hand, and from the specific ser-
vice/content layers on the other hand, allows to take control decisions at an abstract
layer, thus favouring the adoption of advanced control methodologies (e.g. con-
strained optimization, adaptive control, robust control, game theory...) which can be
closed-loop thanks to the previous issue. In addition, interoperation procedures among
heterogeneous Resources, Actors and Applications become easier and more natural.
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3 Cognitive Future Internet Framework Architecture

The Cognitive Framework introduced in the previous section consists of a conceptual
framework that can be deployed as a distributed functional framework. It can be real-
ized through the implementation of appropriate Cognitive Middleware-based Agents
(in the following referred to as Cognitive Managers) which will be transparently em-
bedded in appropriate network entities (e.g. Mobile Terminals, Base Stations, Back-
haul Network entities, Core Network entities). There not exist a unique mapping be-
tween the proposed conceptual framework over an existing telecommunication net-
work. However we proposed a proof-of-concept concrete scenario in section 4, where
the conceptual framework has been deployed in a real home area network test case.
Indeed the software nature of the Cognitive Manager allows a transparent integration
in the network nodes. It can be deployed installing a new firmware or a driver update
in each network element. Once the Cognitive Manager is executed, that network node
is enhanced with the Future Internet functionalities and become part of the Future
Internet assets.

Fig. 2 outlines the high-level architecture of a generic Cognitive Manager, showing
its interfacing with Resources, Actors and Applications.

Fig. 2 highlights that a Cognitive Manager will encompass five high-level modular
functionalities, namely the Sensing, Metadata Handling, Elaboration, Actuation and
API (Application Protocol Interface) functionalities. The Sensing, Actuation and API
functionalities are embedded in the equipment which interfaces the Cognitive Man-
ager with the Resources (Resource Interface), with the Actors (Actor Interface) and
with the Applications (Application Interface); these interfaces must be tailored to the
peculiarities of the interfaced Resources, Actors and Applications.
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The Metadata Handling functionalities are embedded in the so-called Metadata Han-
dling module, whilst the Elaboration functionalities are distributed among a set of
Cognitive Enablers. The Metadata Handling and the Elaboration functionalities (and
in particular, the Cognitive Enablers which are the core of the proposed architecture)
are independent of the peculiarities of the surrounding Resources, Actors and Appli-
cations.

With reference to Fig. 2, the Sensing, Metadata Handling, Actuation and API func-
tionalities are embedded in the Semantic Virtualization Enablers, while the Elabora-
tion functionalities are embedded in the Cognitive Enablers. The roles of the above-
mentioned functionalities are the following.

Sensing functionalities are in charge of (i) the monitoring and preliminary filtering
of both Actor related information coming from service/content layer (Sensing func-
tionalities embedded in the Actor Interface) and of Resource related information
(Sensing functionalities embedded in the Resource Interface); this monitoring has to
take place according to transparent techniques, (ii) the formal description of the
above-mentioned heterogeneous parameters/data/services/contents in homogeneous
metadata according to proper ontology based languages (such as OWL — Web Ontol-
ogy Language).

Metadata Handling functionalities are in charge of the storing, discovery and com-
position of the metadata coming from the sensing functionalities and/or from meta-
data exchanged among peer Cognitive Managers, in order to dynamically derive the
aggregated metadata which can serve as inputs for the Cognitive Enablers; these ag-
gregated metadata form the so-called Present Context; it is worth stressing that such
Present Context has an highly dynamic nature.

Elaboration functionalities are embedded in a set of Cognitive Enablers which, fol-
lowing the specific application protocols and having as key inputs the aggregated
metadata forming the Present Context, produce elaborated metadata aiming at (i)
controlling the Resources, (ii) providing enriched data/services/contents to the Actors.
In addition, these enablers control the sensing, metadata handling, actuation and API
functionalities (these control actions, for clarity reasons, are not represented in Fig. 2).

Actuation functionalities are in charge of (i) actuation of the Cognitive Enabler
control decisions over the Resources (Enforcement functionalities embedded in the
Resource Interface; see Fig. 2); the decision enforcement has to take place according
to transparent techniques, (ii) provisioning to the appropriate Actors the enriched
data/contents/services produced by the Cognitive Enablers (Provisioning functional-
ities embedded in the Actor Interface; see Fig. 2).

Finally, API functionalities are in charge of interfacing the protocols of the Appli-
cations managed by the Actors with the Cognitive Enablers.

A so-called Supervisor and Security Module (not shown for clarity reason in Fig. 2)
is embedded in each Cognitive Manager supervising the whole Cognitive Manager
and, at the same time, assuring the overall security of the Cognitive Manager itself
(e.g., including end-to-end encryption, Authentication, Authorization and Accounting
(AAA) at user and device level, Service Security, Intrusion Detection, etc.). Another
key role of this module is to dynamically decide, consistently with the application
protocols, the Cognitive Manager functionalities which have to be activated to handle
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the applications, as well as their proper configuration and activation/deactivation
timing.

The proposed approach and architecture have the following key efficiency and

flexibility advantages which are hereinafter outlined in a qualitative way:

Advantages Related to Efficiency

(D

2

)

The Present Context, which is the key input to the Cognitive Enablers, includes
multi-Actor, multi-Resource information, thus potentially allowing to perform
the Elaboration functionalities availing of a very "rich" feedback information.
The proposed architecture (in particular, the technology independence of the
Elaboration functionalities, as well as the valuable input provided by the Present
Context) allows to take all decisions in a cognitive, abstract, coordinated and co-
operative fashion within a set of strictly cooperative Cognitive Enablers. The
concentration of the control functionalities in such Cognitive Enablers allows the
adoption of multi-object algorithms and procedures which jointly address prob-
lems traditionally dealt with in a separate and uncoordinated fashion at different
layers. So, the proposed architecture allows to pass from the traditional layering
approach (where each layer of each network takes uncoordinated decisions) to a
scenario in which, potentially, all layers of all networks benefit from information
coming from all layers of all networks, thus, potentially, allowing a full cross-
layer, cross-network optimization.

The rich feedback information mentioned in the issue (1), together with the
technology independence mentioned in the issue (2), allow the adoption of inno-
vative and abstract closed-loop methodologies (e.g. constrained optimization,
data mining, adaptive control, robust control, game theory, operation research,
etc.) for the algorithms and rules embedded in the Cognitive Enablers, which are
expected to remarkably improve efficiency.

Advantages Related to Flexibility

4)

)

(6)

Thanks to the fact that the Cognitive Managers have the same architecture and
work according to the same approach regardless of the interfaced heterogeneous
Applications/Resources/Actors, interoperation procedures become easier and
more natural.

The transparency and the middleware (firmware based) nature of the proposed
Cognitive Manger architecture makes relatively easy its embedding in any
fixed/mobile network entity (e.g. Mobile Terminals, Base Station, Backhaul
network entities, Core network entities): the most appropriate network entities
for hosting the Cognitive Managers have to be selected environment by envi-
ronment. Moreover, the Cognitive Managers functionalities (and, in particular,
the Cognitive Enabler software) can be added/upgraded/deleted through remote
(wired and/or wireless) control.

The modularity of the Cognitive Manager functionalities allows their ranging
from very simple SW/HW/computing implementations, even specialized on a
single-layer/single-network specific monitoring/elaboration/actuation task, to
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complex multi-layer/multi-network/multi-task implementations. In particular,
for each Cognitive Manger, the relevant Actuation/Sensing functionalities, the
aggregated information which form the Present Context, as well as the relevant
Elaboration functionalities have to be carefully selected environment-by-
environment, trading-off the advantages achieved in terms of efficiency with the
entailed additional SW/HW/computation complexity.

(7) Thanks to the flexibility degrees offered by issues (4)-(6), the Cognitive Manag-
ers could have the same architecture regardless of the interfaced Actors, Re-
sources and Applications. So, provided that an appropriate tailoring to the con-
sidered environment is performed, the proposed architecture can actually scale
from environments characterized by few network entities provided with high
processing capabilities, to ones with plenty of network entities provided with
low processing (e.g. Internet of Things).

(8) The above-mentioned flexibility issues favours a smooth migration towards the
proposed approach. As a matter of fact, it is expected that Cognitive Manager
functionalities will be gradually inserted starting from the most critical network
nodes, and that control functionalities will be gradually delegated to the Cogni-
tive Modules.

Summarizing the above-mentioned advantages, we propose to achieve Future Internet
revolution through a smooth evolution. In this evolution, Cognitive Managers pro-
vided with properly selected functionalities are gradually embedded in properly se-
lected network entities, aiming at gradually replacing the existing open-loop control
(mostly based on traditional uncoordinated single-layer/single-network approachs),
with a cognitive closed-loop control trying to achieve cross-optimization among het-
erogeneous Actors, Applications and Resources. Of course, careful, environment-by-
environment selection of the Cognitive Manager functionalities and of the network
entities in which such functionalities have to be embedded, is essential in order to
allow scalability and to achieve efficiency advantages which are worthwhile with
respect to the increased SW/HW/computing complexity.

The following section shows an example of application of the above-mentioned
concepts. Much more comprehensive developments are being financed in various
frameworks (EU and national projects), which are expected to tailor the presented
approach to different environments aiming at assessing, in a quantitative way, the
actual achieved advantages in terms of flexibilty (scalability) and efficiency; never-
theless, in the authors’ vision such advantages are already evident, in a qualitative
way, in the concepts and discussions presented in this section.

4 Experimental Results

The proposed framework has been tested in a home scenario for a preliminary proof-
of-concept, but the same results can be obtained even in wider scenarios involving
also Access Networks and/or Wide Area Networks. We consider a hybrid home net-
work, where connectivity among devices is provided using heterogeneous wireless
(e.g., WiFi, UWB) and wired (e.g., Ethernet, PLC) communication technologies. For
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testing purposes, only a simplified version of the Cognitive Manager has been imple-
mented in each node of the network, which includes the following functionalities:

the Service and Content adapter: a QoS adapter module has been implemented,
able to acquire information about the characteristics of the flow that has to be
transmitted over the network, in terms of Traffic Specifications (TSpec) and QoS
requirements, and to map them into pre-defined flow identifiers;

the Command and measurement adapter: a Monitoring Engine has been imple-
mented in order to acquire information about the topology of the network and the
status of the links, while an Actuator module has been used to enforce elaboration
decision over the transport network, in particular in order to modify the forwarding
table used by the node to decide the network interface to be used for the transmis-
sion of the packets;

the Metadata handling storing functionality: all the heterogeneous information
collected by the Service/content adapter and by the Command and measurement
adapter are translated using a common semantic and stored in proper database,
ready to be used by elaboration functionalities;

a Cognitive connectivity enabler: it has been implemented to perform technology
independent resource management algorithms (e.g., layer 2 path selection), in order
to guarantee that flow’s QoS requirements are satisfied during the transmission of
its packets over the network. In particular, a Connection Admission Control algo-
rithm, a Path selection algorithm and a Load Balancing algorithm has been consid-
ered in our tests.

The framework has been implemented as a Linux Kernel Module and it has been
installed in test-bed machines and in a legacy router' for performance evaluation. Fig. 3
shows three nodes connected together by means of a IEEE 802.11n link at 300 Mbit/s,
and two IEEE 802.3u links at 100 Mbit/s.

= = == = =  Wireless [EEE 802.11n

j Fast Ethemet [EEE 802.3u

Fig. 3. Test scenario

1

We have modified the firmware of a Netgear router (Gigabit Open Source Router with
Wireless-N and USB port; 453 MHz Broadcom Processor with 8 MB Flash memory and 64
MB RAM; a WAN port and four LAN up to 1 Gigabit/s) and “cross-compiled” the code, to
run the framework on the Router.
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To test the technology handover performances a FTP download session (file size 175
MB) has been conducted on the Ethernet link. After approximately 10s, one extremity
of the Ethernet cable has been physically disconnected from its socket and the flow
has been automatically redirected onto the wireless link thanks a context-aware deci-
sion taken by the Cognitive connectivity enabler. Switching on the Wi-Fi link causes
more TCP retransmissions and an increased transfer time. This is natural, since
Ethernet and Wi-Fi have different throughputs. Without the cognitive framework, it is
evident that the FTP session would not be terminated at all. As shown in Fig. 4, the
experimented handover time is around 240 ms, during which no packet is received.
The delay is influenced by the processing time that the framework module spends in
triggering and enforcing the solutions evaluated by the path selection routines im-
plemented in the cognitive connection enabler.

—
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Fig. 4. Technology handover

5 Conclusions

This paper proposes a novel reference architecture for the Future Internet, with the aim
to provide a solution to overcome current Internet limitations. The proposed architecture
is based on Cognitive Modules which can be transparently embedded in selected net-
work entities. These Cognitive Modules have a modular organization which is claimed
to be flexible and scalable, thus allowing a smooth migration towards the Future Inter-
net and, at the same time, allowing to implement only the needed functionalities in a
give scenario. Interoperation among heterogeneous entities is achieved by means of
their virtualization, obtained thanks to the introduction of Semantic Virtualization En-
ablers. At the same time, the Cognitive Enablers, which are the core of the Cognitive
Managers, can potentially benefit from information coming from all layers of all net-
works and can take consistent and coordinated context-aware decisions impacting on all
layers. Clearly, which Cognitive Enabler have to be activated, which input information
has to be provided to the Cognitive Enabler, the algorithms the Cognitive Enabler will
be based on, have all to be carefully selected case by case; nevertheless, the proposed
architecture has an inherent formidable point of strength in the concentration of all man-
agement and control tasks in a single technology/service/content independent layer,
opening the way, in a natural fashion, to inter-network, inter-layer cross-optimizations.
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Abstract. The currently Internet foundation is characterized on the in-
terconnection of end-hosts exchanging information through its network
interfaces usually identified by IP addresses. Notwithstanding its bene-
fits, the TCP/IP architecture had not a bold evolution in contrast with
the augmenting and real trends in networks, becoming service-aware. An
Internet of active social, mobile and voracious content producers and con-
sumers. Considering the limitations of the current Internet architecture,
the envisaged scenarios and work efforts for Future Internet, this paper
presents a contribution for the interaction between entities through the
formalization of the Entity Title Model.

Keywords: Entity, Future Internet, Ontology, Title Model

Introduction

The Internet of today has difficulties to support the increasing demand for re-
sources and one of the reasons is related to the restricted evolution of the TCP /TP
architecture since the 80s. More specifically, the evolution of the layers 3 and
4, as discussed in [23]. The commercial usage of Internet and IP networks was
a considerable obstacle to the improvements in the intermediate layers in this
architecture.

The challenges to Future Internet Networks are the primary motivation to
this paper and the cooperation in the evolution of computer networks, specifically
in the TCP/IP intermediate layers, is another one. The purpose is to present the
Entity Title Model formalization, using the OWL (Web Ontology Language), to
collaborate with one integrated reference model for the Future Internet, including
others projects efforts.

This paper is organized as follows: Section 1 presents works in the area of Fu-
ture Internet and ontology in computer systems. Section 2 describes the concepts
of the Entity Title Model and the ontology at network layers. Finally, section 3
presents some concluding remarks and suggestions for future works.

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 103-[I14] 2011.
© The Author(s). This article is published with open access at SpringerLink.com.
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1 Future Internet Works

A Future Internet full of services requirements demands networks where the
necessary resources to service delivery are orchestrated and optimized efficiently.
In this research area there are extensive number of works and projects for the
Future Internet and some of these are being discussed in collaboration groups
like FTA, FIND, FIRE, GENI and others [TOL1TLT4L3TL32].

At this moment, several research groups are working towards a Future Inter-
net reference architecture and the Title Model ontology is a contribution to this
area. Projects, among others, like 4WARD, ANA, PSIRP and SENSEI proposes
new network architectures which contains collaborative relations to the model
proposed by this paper [1] [3] [§] [30] [33]. The 4WARD Netinf concept is related
to the Domain Title Service (DTS) proposed in [26] and its horizontal addressing
can leverage Netinf concept. The DTS can deal with the information and with
the context of the consumers taking into account their communication needs at
each context, supporting their change over time.

The Entity Title Model concepts can be used at the communications layer
to the real world architecture envisaged by SENSEI [33] project, besides that,
the concept of addressing by use of a Title is suitable for real world Internet and
its sensor networks. The title concept can be used at the publish and subscribe
view proposed by PSIRP [30] and used in conjunction with its proposed patterns
providing new important inputs to the content-centric view of Future Internet.

1.1 Some Other Future Internet and Ontology Works

Studies and proposals for development of the intermediate layers of the TCP /TP
architecture are being discussed since the 80s, but there is still no clear and
definite perspective about which standard will be used in the evolution of this
architecture.

In the area of the evolution of intermediate layers of the TCP/IP there are
proposals as LISP (Locator Identifier Separation Protocol), which seek alterna-
tives to contribute to the evolution of computer networks. In the proposed imple-
mentation of LISP there is low impact on existing infrastructure of the Internet
since it can use the structure of IP and TCP, with the separation of Internet
addresses into Endpoint Identifiers (EID) and Routing Locators (RLOC) [9].

In the area of next generation Internet there is also the works of Landmark
developed by Tsuchiya, that proposed hierarchical routing in large networks and
Krioukov work on compact routing for the Internet. Pasquini proposes changes
in the use of Landmark with RoFL (Routing on Flat Labels), and flat routing
in binary identity space. He also proposes the use of domain identifiers for a
next-generation Internet architecture [21] [22].

Previous studies in RoFL were presented by Caesar who also made proposals
in IBR (Identity-based routing) and VRR (Virtual Ring Routing) [7]. In the
area of mobility on a next-generation Internet Wong proposes solutions that
include support for multi-homing [36]. In this area, there are also proposals
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by Ford, who specifies the UIP/UIA (Unmanaged Internet Protocol) and UTA
(Unmanaged Internet Architecture) [12].

Related to ontology, there are extensive studies in philosophy, whose concept
of this term is assigned to Aristotle, who defines it as the study of “being as be-
ing”. However, the name ontology was first used only in the seventeenth century
by Johannes Clauberg [2]. In the area of technology its initial use was performed
by Mealy in 1967 [20] and expanded especially in areas of artificial intelligence,
database, information systems, software engineering and semantic web. In the
technology area one of the most commonly used definitions is from Tom Gruber,
who defines it as “the explicit representation of a conceptualization” [15].

In technology, the use of ontology is also associated with formalizations that
allow technological systems to exchange concepts. For these formalizations there
are extensive literature which defines different languages and tools. As examples
of languages used there are DAML, OIL, KIF, XSLT, KM, Predicate Calcu-
lus of First Order, Propositional Logic, Ontolingua, Loom, and Semantic Web
languages (RDF, RDFS, DAML+OIL, OWL SPARQL, GRDDL, RDFa, SHOE
AND SKOS), among others [13].

For communication between network elements, ontology is usually used in the
application layer, without extending to the middle and lower layers of computer
networks. In this research area, this paper aims to contribute to advancing the
use of ontology to the intermediate layers as a collaborative proposal for the
Future Internet.

2 Ontology at Network Layers

Ontologies can use layer model or distinct architectures, however, in general,
they remain restricted to the application layer. For example, the architecture
of the Web Ontology Language defined by W3C, presented in Fig. 1 extracted
from [17], is confined in the application layer of the TCP/IP architecture.

Applications

Ontology Languages (OWL Full,
OWL DL and OWL Lite)

RDF Schema Individuals

RDF and RDF/XML

XML and XMLS Datatypes

URIs and Namespaces

Fig. 1. Architecture of Web Ontology Language [17].
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In the use of TCP/IP, there are limitations concerning the application layer
informing its needs to the transport layer. This occurs because in the TCP/IP
architecture there are rules defined in the specification of the transport and net-
work layers protocols to establish communication among the network elements.
For example, the applications can select the protocol UDP or TCP, according
to delivery guarantee, but they cannot tell the transport layer its needs of en-
cryption or mobility.

It is possible to change the paradigm of client-server communication and the
structure of the intermediate layers of the TCP/IP, so that the communication
networks have expansion possibilities to support the needs of the upper layer.
For so, one solution is to use an intermediate layer conceptually capable of
communicating semantically with the top layer and translating these needs in
the communication with and between the lower layers. A possibility proposed
by the Entity Title Model.

2.1 Entity Title Model Concepts and Semantics

The use of ontology for model formalization needs clear definitions of the used
concepts to build properly the ontology of the approached model. Thus, for the
Entity Title Model its main terms concepts are:

Entity: Element whose communication needs can be semantically under-
stood and supported by the service layer and subsequent lower Link and Phys-
ical layers. Examples of real world entities in the title model are: application,
content, host, user, cloud computing and sensor networks. The notion of entity
in the Title Model differs from the notion of resources in some relevant litera-
ture, as the entity here is a communication element and not one resource in a
network. In this concept, the entities in the Title Model are not obligated to
provide resources and can consume them. For example, one user, that demands
resources, is one communication entity in the Title Model. Also, applications
that do not offer resources, but demand some ones, are entities.

However, for an ontology there is correlation of the terms “Entity” and
“Thing”, as described in [13], where “Entity” or “Thing” in an ontology refers
to its first class, which is the superclass of all other classes.

For the taxonomy of the ontology, the classification of an entity in the Entity
Title Model can expand the categories as application, content, cloud, sensor,
host, user. Also can be created other kinds of classification, such as hardware,
software and network, among others. Some one of them (not all) can be used as
resources in others relevant literature.

As the root superclass of one ontology is “Entity” or “Thing” the Entity
Title Model ontology designates a conceptually different “Entity” of this model,
which in turn is an communication element that have its communication needs
understood and supported by computer networks. For example, in this taxonomy
the class “layer” is a subclass of “Thing” and neither this class nor its subclasses
are entities to the Entity Title Model, although the class “Layer” is an entity to
the concept of ontology, in general.
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Title: It is the only designation to ensure an unambiguous identification.
An unique identity. The Entity Title Model proposes that the use of titles of
applications, specified in the ISO-9545/X.207 recommendation, be extended to
the other communication entities of the computer networks. According to this
recommendation, the ASO-title (Application Service Object-title), which are
used to identify with no ambiguity the ASO in an OSI environment, consists of
AP-title (Application Process title) which, by nature, addresses the applications
horizontally [16].

This work broadens the use of the title from the applications with the unifi-
cation of addresses by using the AP-title and also suggests that the intermediate
layers support the needs of the entities in a better way, with the purpose of
improving the addressing of internet architecture by horizontal addressing and
facilitate communication among the entities and with the other layers [24]. Not
to use a separate classification for “user title”, “host title” and “application ti-
tle”, which would reduce the flexibility of its use in other addressing needs (eg,
grid title, cluster title and sensor network title), this model defines de use of the
single designation “entity title” or simply “title”, whose goal is to identify an
entity, regardless of which one it is.

Entity Title: It is the sole designation to ensure the unambiguous identifi-
cation of a communication element whose needs may be semantically understood
and supported by the service layer and subsequent lower link and physical layers.
Examples of entity title are: Digital Signature, DNA, e-mail address and hash.

Layer: It designates the concept to explain the general ideas of abstraction
of the complexities of a problem under its responsibility. A layer deals internally
with the details under its responsibility and has an interface with the adjacent
neighboring layers. The Entity Title Model layers are: Physical, Link, Service
and Entity.

Entity Title Model: It is the 4-layer model that defines the entity layer as
the upper layer, whose communication needs are semantically understood and
supported by the service layer (intermediate layer) that has the physical and
link layers as subsequent lower ones.

Link: It is the connection between two or more entities.

Physical: It is a tangible material in a computer network, such as: cables,
connectors, general optical distributor, antenna, base station and air interface.

Service: It is the realization of the semantics of the need of a communi-
cation element, based on “service concept” presented by Vissers, where users
communicate with each other through a “Service Provider”, whose interface is
accomplished by a “Service Access Point” (SAP) [34]. In the Entity Title Model
the “entity” is the “user” of the Vissers service model and the “Service Layer”
is the “Service Provider”. In the Entity Title Model the SAP is formalized with
the use of ontology, which in this work was built in OWL.

Needs: They are functionality or desirable technological requirements, es-
sential or indispensable.

Entity Needs: They are functionality or desirable technological require-
ments, essential or indispensable for the communication elements whose needs
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can be semantically understood and supported by the service layer and subse-
quent lower link and physical layers. Examples of needs of the entities are: Low
latency, low jitter, bandwidth, addressing, delivery guarantee, management, mo-
bility, QoS and security.

The changing needs of the entities may vary depending on the context of the
entities in communication, and also the context of communication itself. The con-
texts can be influenced by space, time, specific characteristics of entities, among
other forms of influence. Discussion on the changing needs are presented in [24],
where associations between elements of communication may vary according to
their desired needs and their variation in time.

Regardless of the time, the nature of communication can also influence the
desired values for the facets. For example, to transfer data from a file, or content
of email / instant message, it is necessary to have delivery guarantee in commu-
nication. On the other hand, for an audio or video communication in real time,
it will not necessarily be important the delivery guarantee, as other needs will
be most desirable, such as low jitter and low latency.

Horizontal Addressing: Possibility of having neighborhoods regardless of
physical or logical location of entities in computer networks, without the need
of reserved bandwidth, networks segmentation, specific physical connections or
virtual private network.

Entity Layer: This is the layer that has the responsibility on the part of
the problem corresponding to the elements of communication, whose needs can
be understood and semantically supported by the service layer and subsequent
lower link and physical layers.

Service Layer: This is the layer that has the responsibility to understand
the needs of the entity layer and translate them into functionality in computer
networks.

Link Layer: This is the layer that has the responsibility to establish the link
between two or more entities and ensure that data exchange occurs at the link
level and takes place according to the understanding made by the service layer.

Physical Layer: This is the layer that has the responsibility of the complex-
ities of real-world tangible materials. For example, this layer has responsibility
for: The levels of electrical, optical and electromagnetic signals, shape of con-
nectors and attenuation.

Domain Title Service (DTS): It is a domain able to understand and
record instances of entities and their properties and needs, facilitating commu-
nication services among them. This domain has world-wide coverage and hierar-
chical scalability formed by elements of local communication, masters and slaves,
similar to DNS (Domain Name System). The DTS does the orchestration of the
entities communication, as showed in Fig. 2.

2.2 Cross Layer Ontology for Future Internet Networks

For intermediate semantic layer, this work did the creation of an ontology for
the Entity Title Model, considering others works and projects efforts for Future
Internet, as 4AWARD, Content-Centric, User-Centric, Service-Centric and Autol
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Network Elements (NE)

Fig. 2. Entities Communication Orchestrated by the DTS.

[4] [28]. This ontology also supports the proposal of Horizontal Addressing by
Entity Title, presented in [26], as well as the semantic approaching cross layers
for the Future Internet.

The Horizontal Addressing by Entity Title has limitations related with the
communications needs formalization and standardization, and also has limita-
tions with the collaboration with others Future Internet projects efforts. The rea-
son is because the solution for horizontal addressing and communication needs
was represented and supported using the Lesniewski Logic [I8] [29]. The benefits
for the use of the propositional logic for network formalization is the implemen-
tation facility in software and hardware. However, in a collaborative effort to
others Future Internet works, the Entity Title Model has better contributions
by the use of a more expressive and standardized representation language.

Also, this Model is more complete than the solution for just the horizontal
addressing, as it formalize the concepts to the intermediate layers interwork and
support to approaches like the Content, Service and User Centric. In addition,
it permits semantic communication cross layers to contribute with, for example,
the autonomic management, as the Autol works. These are also limitations from
the previous Horizontal Addressing by Entity Title works with value added by
the Entity Title Model.

Others actual researches show the use of ontologies at different network layers
like: OVM (Ontology for Vulnerability Management) to support security needs
[35]; NetQoSOnt (Network QoS Ontology) to meet the needs of service quality
[27]; OOTN (Ontology for Optical Transport Networks) for use in the lower layers
[6]; Ontology for management and governance of services [5]. However, these
studies does not use the ontology to the formalization of concepts for replacement
of the intermediate layers of the TCP/IP (including its major protocols such as
IP, UDP and TCP).

In the Entity Title Model, entities, regardless of their categories, are sup-
ported by a layer of services. It is very important to highlight that the name
“service” in the “service layer”, does not intend to conflict with the traditional
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meaning of “service concept” as, in general, the layers also expose services to
other layers. In its concept, the service layer is able to understand and meet the
entities needs. Fig. 3 shows the Entity Title Model layers compared with the
TCP/IP and the extension of the semantic power, cross layers, enabled by the
Entity Title Model.

TCP/IP TCP/IP
Entity Title Entity Title Architecture ___Architecture
" Oniology

Model A I Model Application Application
Entity 4 ntol p Entity
-, Z\ A Transport Transport

Secs SEmiEs Network Network
Data Link _§ Data Link Data Link Data Link
Phisical Phisical Phisical Phisical

I I I I

Fig. 3. Semantic Extension Cross Layers in the Title Model and the Semantic in
TCP/IP.

The relationship between Entity, Services and Data Link layers are made by the
use of concepts directly represented in OWL. For the communication between the
layers running in a Distributed Operating System, without the traditional sock-
ets used in TCP/IP, is used the Raw Socket to enable the communication [19].

The following OWL sample code shows one use case example for distributed
programming, where the application entity with title Master-USP-1 sends its
needs to the Service Layer. These needs include: Communication with Slave-
USP-A; Payload Size Control equal to 84 Bytes; and; Delivery Guarantee re-
quest. In this context, this need is informed, to the Service Layer, by the direct
use of the Raw Socket to communicate with the Distributed Operating System,
without the use of IP, TCP, UDP and SCTP.

<owl:Thing rdf:about="&TitleModel;Distributed_Programming_ LAM_MPI">
<rdf:type rdf:resource="&TitleModel;Entity"/>
<rdf:type rdf:resource="&owl;NamedIndividual"/>
<Application_Title>Master_USP_1</App1ication_Title>
<Slave_Title>Slave_USP_A</Slave_Title>
<Payload_Size_Control>84 Bytes</Packet_Size_Control>
<DeliveryGuarantee rdf:datatype="&xsd;boolean">Yes</
DeliveryGuarantee>
<rdfs:comment>Example of the Entity Title Model to support
distributed programming needs.
</rdfs:comment>
<Has_Need rdf:resource="&TitleModel;
Distributed_Programming_ LAM_MPI"/>
</owl:Thing>

By this semantic information, the Service and Data Link layers can support the
distributed programming communication using different approaches, as the ad-
dressing proposal presented in [25]. However, the use of the Entity Title Model

is independent from the addressing way used. For example, the works related to
Generic Path, Information Channels, RoFL and LISP can use it, but some of
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them, as RoFL and LISP, should change their structure to semantically support
the entities needs and identification, unified in title, and not only the addressing
of hosts or applications. Others works as, for example, 4AWARD, Autol OSKMV
planes (Orchestration, Service Enablers, Knowledge, Management and Virtual-
isation planes) and the Content-Centric can use this model collaboratively.

The context name in the Content-Centric project is expanded by the title
concept in the Entity Title Model, as in this model it is possible to address
contents and also others entities. This can benefits the Content-Centric works
to address the content by name (or title) as, in some situations, one user may
need the Content directly from Services or from other Users (thoughts). In this
perspective, the Entity Title Model and its ontology can contribute to converge
some Future Internet projects, as the Content, Service and User Centric works,
monitored and managed by the OSKMYV planes using semantics cross layers,
and not only in the application layer as happen in the TCP/IP architecture.

In this example for the contribution with the Content, Service and User
Centric works, in the Title Model it is possible the unification of the different
entities address in the Future Internet. This means that application, content,
host and user can have its needs supported and can be located by its title.

By this possibilities, this work aims to contribute with the discussions for
a collaborative reference model in the Future Internet, that includes different
categories of communication entities, and its needs. One basic sample of the
taxonomy for this “Entity” concept is showed in the Fig. 4, extracted from the
Title Model ontology built in Protégé.

In this taxonomy “title” is one facet of the concept Entity and one individual
of Entity has “title”.

For the service layer to support semantically the entities needs this work uses
the Web Ontology Language, so that the Entity layer can communicate semanti-
cally with the Service layer, which translates this communication in functionality

is-a

SensoD

ApplicaticirQ @t@

Fig. 4. Entity Taxonomy in the Title Model.
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through the Physical and Link layers. OWL was used because of its significant
use in current and future trend, since its adoption and recommendation by the
W3C [17].

By the Entity Title Model, some current needs of the applications are to
be met in a more natural and less complex way. For example, once the title
addresses the entities horizontally, the mobility on the Internet becomes natural,
since there is no longer the hierarchy of segments of the network and sub network
that occurs in the IP address with the use of masks. By this, the coupling between
the neighborhoods are reduced, so, an entity and its neighbors can be naturally
distributed anywhere in the world.

Besides reducing the complexity of the multiple addresses used in the current
architecture, the use of the Entity Title Model solves the problem of the number
of possible addresses, as it makes an unlimited number of addresses, since in
this proposal each entity has an unique identification, through its title, without
defining the amount of possible characters, or bits.

3 Conclusion

Studies in ontology in the technology area are used, in most part, in the appli-
cation layer of TCP/IP architecture, with few studies in the lower and middle
layers of this architecture. In this scenario, this work contributes to the use of
ontology in the middle layers of the Internet, with the proposal of semantic
formalization, in computer networks, for the Entity Title Model.

Therefore, it is possible the approaching between the upper and lower lay-
ers. As a result there is improvement in the exchange of meanings between the
layers through the use of Entity and Service layers. This is a possible contri-
bution to the Future Internet efforts and projects like Autol, Content-Centric,
User-Centric, Service-Centric, 4AWARD and others. Also, is a possibility for the
collaborative discussions about the reference model related to these, and others,
Future Internet efforts.

As future work there will be continued the development of this ontology and
its collaborative perspective with others Future Internet efforts and projects. It
is suggested to extend discussions and studies concerning the unique identifica-
tion of the entities and the formalization of security mechanisms for the Entity
Title Model. Also, the interoperability, scalability and stability test cases for this
model.

It is also suggested the continuity of studies and discussions on the use of
semantic representation languages in place of protocols in the lower and middle
layers of computer networks, thereby defining the communication architecture
whose study go over the definitions in the area of protocols architecture.
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Introduction

Information and Communication Technologies (ICT) provide in recent years solutions
to the sustainability challenge by, e.g., measuring impacts and benefits of economic
activity via integrated environmental monitoring and modeling, by managing conse-
quences, and by enabling novel low-impact economic activities, such as virtual indus-
tries or digital assets. In turn, ICT enables novel systems — in terms of technologies
and applications — encouraging and generating socio-economic values. Additionally,
these models address in many cases free-market forces, which may be likely ruled by
governmental and regulatory acts. Thus, the inter-dependencies between global mar-
kets have never been greater and the global connectivity principle, underpinning the
technology of the Internet, is particularly responsible for this accelerating trend.

Particularly, controlling and monetizing the evolution of the Internet and its vast
application range is seen as a critical goal for most economic regions. Therefore,
socio-economic aspects determine a highly important set of influencing factors, which
are required to be understood for an in-depth and in-detail investigation of the eco-
nomic viability and the social acceptability of modern technology and applications.
While pure economic research as well as pure social research has been undertaken for
decades, the combination of the two and its application to the new Internet — the one,
which is rooted in the commercialization of the native research Internet of the early
90’s — becomes an important element in investigating, estimating, and understanding
the risks, challenges, and usability aspects of this network of networks.

As collected by the FISE (Future Internet Socio-economics) working group within
the FIA on its wiki, the following general aspects of socio-economics, particularly in
networking, are considered to be important: (1) The study of the relationship between
any sort of economic activity (here networking in the areas of Internet-based and
telecommunications-based communications for a variety of lower-level network/tele-
communication as well as application-based services) and the social life of user (here,
mainly addressing private customers of such services and providers offering such
services); (2) Markets of Internet Service Providers (ISP) and Telecommunication
Providers; (3) ISPs peering agreements and/or transit contracts; (4) Customer usage
behavior and selections of content; (5) The investigation of emerging technologies
and disruptive technologies, which effect the user/customer-to-provider relation; (6)
The investigation of (European) regulation for e-services markets and security regula-
tions; (7) The investigation of the physical environment of e-services in terms of
availability, world-wide vs. highly focused (cities), and dependability for commercial
services; and (8) The determination (if possible) of the growth of the Gross Domestic
Product (GDP), providers’ revenue maximization, and customers’ benefits. While this
collection cannot be considered complete, it clearly outlines that a combination of
social and economic viewpoints on pure Internet-based networking is essential.

Thus, the full understanding and modeling of these socio-economic impacts on
Internet communications particularly and the Internet architecture generally chal-
lenges networking research and development today. Economic effects of technical
mechanisms in a given setup and topology needs to be investigated and benefits ob-
tained by optimizing or even changing existing protocols may lead to more cost-
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effective approaches. Furthermore, the users’ perspectives need to be taken into close
consideration, since detailed and specific security demands, electronic identities, or
Quality-of-Experience (QoE) will outline societal requirements to be met by techno-
logical support means, while being at the same time in contrast to simplicity and ease-
of-operations of a variety of Internet-based services.

In this emerging area of research the specific view on the networking and transmis-
sion domain of the Internet had been taken as one starting point of socio-economic
research for this FIA book. Thus, the content of these chapters on socio-economics of
the Future Internet contains three views, where the decision of inclusion was based on
two rounds of abstract reviews and on subsequent reviews of complete chapter pro-
posals. The submission of in total six chapter proposals, addressing the socio-
economics domain, has shown that the interest of such cross-disciplinary work and its
relevance increases slowly. While the first socio-economic chapter addresses aspects
(1), (2), (4), and (8) as above, the second one works on (5) and (8). Finally, the last
chapter tackles aspects (2), (3), and (8).

The first chapter by 1. Papafili et al. is entitled “Assessment of Economic Man-
agement of Overlay Traffic — Methodology and Results”. Due to the fact that overlay
applications as of today still generate large volumes of data, Internet Service Provid-
ers (ISP) need to address the problem of expensive interconnection-charges. Thus, a
reduction of inter-AS traffic (Autonomous Systems), which crosses domain bounda-
ries of competitors, was tackled by an incentive-based approach, since traditional
traffic management approaches do not deal with overlay traffic effectively. To ensure a
mutually beneficial situation for all stakeholders in a Future Internet scenario, the “Tri-
pleWin” investigations determine the key goal of Economic Traffic Management
(ETM) mechanisms developed. Thus, this chapter outlines the methodology developed,
applied, and evaluated under a variety of constraints, which results in a detailed discus-
sion of various ETM mechanisms.

The second chapter by E. Eardly et al. was submitted with the title “Deployment and
Adoption of Future Internet Protocols”. Based on the assumption that many well-
designed protocols designed for the Future Internet will fail — as it happened for the
traditional Internet —, however, badly-designed ones are successful. Thus, the problem
of protocols’ deployability is addressed. In order to do so, a framework had been devel-
oped, which includes the investigation possibilities for deployment effects, adoption
characteristics, and their respective mechanisms. In a case-based study, the Multipath
TCP (Transmission Control Protocol) and the Congestion Exposure approach are evalu-
ated applying the framework developed. In turn, this chapter concludes that a careful
consideration of certain parameters can increase the likelihood that a newly developed
protocol, as it happens currently for the Future Internet, can get adopted.

Finally, the third chapter by C. Kalgoris et al. is on “An Approach to Investigating
Socio-economic Tussles Arising from Building the Future Internet”. Based on the
assumption that the Internet has evolved into a world-wide social and economic plat-
form with a variety of stakeholders involved, the key motivations of each of them and
their behavior has changed over the recent past dramatically. In turn, conflicts have
emerged, which are determined by opposing and contradicting interests. While this
general problem had been characterized as “tussle” in the literature, it was decided to
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investigate, classify, and develop an analysis framework for such tussles in the socio-
economic domain of Internet stakeholders. In turn, the chapter outlines a new meth-
odology, with which tussles are analyzed. Although a survey reveals that many tussles
are known, neither of them are modeled in full nor even solved. Therefore, existing
Future Networks projects in the FP7 program are identified for inputting existing
tussles in order to provide for a structured analysis of social and economic aspects in a
coherent and integrated manner on real-world examples.

Burkhard Stiller
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Abstract. Overlay applications generate huge amounts of traffic in the Internet,
which determines a problem for Internet Service Providers, since it results in
high charges for inter-domain traffic. Traditional traffic management techniques
cannot deal successfully with overlay traffic. An incentive-based approach that
employs economic concepts and mechanisms is required in order to deal with
the overlay traffic in a way that is mutually beneficial for all stakeholders of the
Future Internet. This "TripleWin" situation is the target of Economic Traffic
Management (ETM). A wide variety of techniques are employed by ETM for
optimizing overlay traffic management considering performance requirements
of overlay and underlay networks together with cost implications for ISPs.
However, the assessment of ETM requires an innovative methodology. In this
article this methodology is described and major results are presented as ob-
tained accordingly from the evaluation of different ETM mechanisms.

Keywords: Economic Traffic Management; socio-economics; TripleWin; per-
formance; cost; incentives; Internet Service Providers; overlays.

1 Introduction

Applications such as peer-to-peer (P2P) file-sharing and video-streaming generate
huge volumes of traffic in the Internet due to their high popularity and large size of
the files exchanged. This typically underlay-agnostic overlay traffic results in high
inter-domain traffic, which implies significant charges for the Internet Service Pro-
viders (ISP). Individual optimization in the overlay (decisions made either at ran-
dom or taking partly into account underlay information) and in the underlay (as in
traditional Traffic Engineering) may lead to a sub-optimal situation, e.g., involving
traffic oscillations and degraded Quality-of-Experience (QoE) for the end users [1].
Therefore, an incentive-based approach is required that employs economic concepts
and mechanisms to deal with the overlay traffic in a way that is incentive compati-
ble for all parties involved, and, thus, leads the system to a situation that is mutually
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beneficial for all end users, overlay providers and ISPs. The so-called "TripleWin"
situation is the main target of Economic Traffic Management (ETM) [2] proposed by
the SmoothIT project [3]. ETM aims at dealing with the performance requirements of
traffic at both overlay and underlay levels, and at reducing ISP inter-connection costs.
SmoothlIT has proposed a wide variety of ETM mechanisms aiming at this incen-
tive-based optimization. The entire set of these mechanisms and the synergies identi-
fied among them are included in the framework called ETM System (ETMS). ETMS
and its particular design choices and implementations offer several alternatives for
addressing a selected set of the ALTO (Application-layer Traffic Optimization) re-
quirements [4], formulated in the corresponding IETF working group. Thus, besides
providing effective solutions for Internet at present ETM is deemed as applicable to
the Future Internet, both conceptually and concerning specific ideas and mechanisms.
All approaches proposed within ETMS are classified in three main categories:

e Locality Promotion enables peers of an ISP domain to receive ratings of their over-
lay neighbors by an entity called SmoothIT Information Service (SIS). The rating
is based on ISP-related factors, such as underlay proximity, and link congestion.
An example is locality promotion based on BGP routing data.

o [nsertion of Additional Locality-Promoting Peers/Resources involves (a) the inser-
tion of ISP-owned Peers (IoPs) in the overlay or (b) the enhancement of the access
rate of Highly Active Peers (HAPs) aiming at both the promotion of locality and
faster content distribution. Both approaches, due to the offering of extra capacity
resources, exploit the native self-organizing incentive-based mechanisms of over-
lays to increase the level of traffic locality within ISPs.

o [nter-Domain Collaboration, where collaboration with other domains, either
source or destination ones, results in making better local decisions to achieve the
aforementioned objectives, due to the extra information made available.

SmoothIT has investigated all of these categories and evaluated them with respect to
their performance, reliability, and scalability properties. Here, the focus is laid on the
first two categories; note that mechanisms and results discussed here constitute a
subset of SmoothIT’s investigations. The assessment of ETM requires an innovative
methodology (cf. Section 2). The rest of the article is organized as follows: Section 3
deals with the assessment of locality promotion, Section 4 with the insertion of local-
ity-promoting peers/resource, while in Section 5 presents concluding remarks.

2 Methodology of Assessment

The detailed studies undertaken to assess ETMS deployment evaluate how all three
stakeholders (end users, service providers, and ISP) would benefit thereby and under
which circumstances “TripleWin” arises. To attain this, an innovative methodology of
assessment for the ETM mechanisms has been developed. The main constituents of
this methodology are as follows:
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e The methodology does not consider the optimization of a “total cost” metric for
each case; separate objective metrics are used for each player to reflect their di-
verse requirements and related incentives to employ an ETM mechanism.

e Several evaluation scenarios have been defined to cover a possibility of different
ETM deployment degree, popularity of ETM among end users, various swarm
sizes, peer distribution among network domains, network topologies etc.

e A game-theoretic analysis is applied to study interactions of ISPs, regarding deci-
sions whether or not to employ an ETM mechanism and the associated ISPs’ inter-
actions by taking into account the end user benefit as well.

From the ISP point of view, the ultimate confirmation of “win” is a monetary benefit
from ETM deployment. It is, however, not possible to quantify this benefit, since many
factors contribute to the overall balance, including deployment and operational costs for
an ETM mechanism, savings resulting from inter-domain traffic reduction and the struc-
ture of interconnection tariffs, business models, marketing factors. Thus, the assessment
methodology focused on another quantifiable metric, namely the inter-domain traffic
reduction, since ISPs benefit mostly thereby. In experiments, the inter domain traffic
reduction was measured directly (upstream and downstream traffic is evaluated sepa-
rately) or assessed by a metric called Missed Local Opportunities (MLO). It is a meas-
ure of a degree of traffic localization. If a piece of content (e.g., a chunk) is downloaded
from a remote domain, although it is available locally, an event of MLO is counted. The
less MLOs observed, the better localization is provided by ETM and, thus, an ISP
“wins”. This metric is used in an ongoing external trial with real users.

As a measure of “win” for end users QoE metrics are used. For file-sharing P2P
applications the most important perceivable parameter is download time (or download
speed). It can be strongly influenced by ETM mechanisms, both favorably and ad-
versely. Users will use a given mechanism if this improves or, at least, preserves their
download time. Ideally, this should be guaranteed on a per individual user basis.
However, it is most often analyzed by comparing the average values of the metrics
with and without an ETM mechanism. Such averages are taken over all peers in a
swarm, or over subsets (e.g., those that belong to the same AS). Main QoE metrics
associated with video streaming applications taken into account in assessment of
“win” are the probability of playback stalling, stalling time, and start-up delay. These
can be influenced by ETM mechanisms as well.

Assessment of “win” for service providers is based on the content availability in
the whole overlay (swarm). Another dimension of a service provider’s “win” is a
decreased traffic volume from its own content servers and reduced load of the servers,
as well as an improved performance of the application, which should translate into
increased popularity of the service. In reality, these issues often coincide with the
objectives of the end users and possibly of the ISPs. Thus, this paper focuses hereafter
on assessing win-win for the ISP and end users.

To obtain a reliable assessment of ETM mechanisms several evaluation scenarios
have been defined:

e Various network topologies: triangle-shaped, star-shaped, “bike”-shaped, and re-
flecting a part of the real Internet topology, with a subset of ASes and inter-domain
connections;
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e Semi-homogeneous and heterogeneous distribution of peers belonging to a single
swarm among ASes; i.e. both “small” and “large” ASes, based on measurements,
are considered;

e Varied ETM deployment degree, and interaction between peers located in ASes
with ETM deployed and peers located in ASes without ETM;

e Varied end user interest in and adoption of ETM: coexistence of users employing
ETM and ones declining support, even within a single swarm;

e Different swarm sizes; and

e Various type of content: files and video of different sizes.

It was assessed whether each player achieves a win, lose, or no-lose situation. It was
shown that in certain scenarios a player may benefit or lose depending on whether it
implements an ETM mechanism or not, and it was argued that the outcome for a
player may depend also on the decisions of other players. The assessment has been
carried out by means of simulations. All simulations generate quantitative results for
those scenarios considered, but mainly should lead to qualitative results regarding the
efficiency of the ETM mechanisms. Nevertheless, certain approximate theoretical
models have been defined and investigated numerically, all of which pertain to the
simplest evaluation scenarios ([5], [6]). Thus, the attention is directed to simulations.

3 Locality Promotion

As a selected example for a locality promotion ETM mechanism, the BGP-based one
uses the Border Gateway Protocol (BGP) routing information to rate potential overlay
neighbors according to their BGP routing distance to the local, querying peer. To this
end, metrics like the AS (Autonomous System) hop distance, the local preference
value and, if implemented, the MED (Multi Exit Discriminator) value are used. This
rating is supported at ETM-enabled clients with mechanisms of Biased Neighbor
Selection (BNS) [7] and Biased Unchoking (BU) [8]. The respective mechanism is
specified fully and implemented in the ETMS and its client releases. The results from
the evaluation of this ETM mechanism have partly already been reported in [8-11].

Here, it shows results from a larger simulation study published in [11]. Specifi-
cally, a heterogeneous peer distribution is considered and it is based on live BitTor-
rent swarm measurements [12], leading to the evaluation of the effect of locality-
awareness on each of the different user groups separately. This is a new methodology
in contrast to related work, where average results or a cumulative density function for
all peers is shown, and mainly homogeneous distributions are used.

In SmoothIT’s evaluations, a star topology consisting of 20 stub-Autonomous Sys-
tems (AS) is applied. Peers and the ETMS servers, providing rating information, are
located in these stub-ASes, which are interconnected via a hub-AS containing the
initial seed. The access links of peers, which share a file of size 150 MB, have a typi-
cal ADSL connection capacity of 16 MBit/s downlink and 1 MBit/s uplink. The aver-
age number of concurrently online peers is between 120 and 200 depending on the
scenario, which is a typical swarm size according to the measurements. Peers are
distributed hyperbolically from AS 1 to AS 20 according to the distribution in [11],
with AS 1 holding the largest share of the swarm, and AS 20 the smallest.
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The SmoothlT client implementations of the locality-aware mechanisms BNS and
BU as described in [8] are applied, comparing the performance of regular BitTorrent
[13] with BGP-based locality promotion using both BNS and BU (BGPLoc). For
more details about the scenario and the used simulator refer to [11].

In order to assess the performance from an ISP's perspective, the amount of inter-
domain traffic is considered. In particular, all traffic entering or leaving an AS is
considered as inter-AS traffic of the ISP the AS belongs to. This traffic was measured
in intervals of one minute during the whole simulation and then averaged over one
simulation run. Download times of peers for each AS are presented, mainly to judge
the overlay performance from the user's point of view. Here, download times of all
peers are averaged in one AS in one simulation run. For each parameter setting 20
simulation runs happened, and the average value over all runs for all observed vari-
ables are depicted. The confidence intervals for a confidence level of 95% are calcu-
lated and shown for all scenarios. Fig. 1 and 2 present those results observed.

Fig. 1 outlines that the locality-aware ETM reduces the inter-AS traffic for all
ASes, most significantly for the large ASes. Here, it can be stated that a clear win for
all providers exist, since they save costs. The amount of these costs depends on the
actual agreement between the ISPs and the number of peers of a swarm the ISP holds.
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On the other hand, the situation is not as simple when considering end users, cf. Fig. 2.
Typically no-lose situations are the result in related work. However, this is true only
on average. Due to a shift in upload capacity, which results from applying locality-
awareness to a heterogeneously distributed swarm, there are large groups of peers that
take longer to download the file in comparison to regular BitTorrent. From this per-
spective, it is not given that users would accept such a mechanism, since they cannot
be sure not to lose from it. Furthermore, in another set of experiments investigating
the dynamics of BGP-locality adoption, it can be seen that, if large ASes start em-
ploying the mechanism one-by-one, smaller ASes will be forced, too. However, to
remedy this situation, another mechanism has been developed [11]: smaller ASes are
grouped into a meta-AS, with peers in this meta-AS considered as local or at least as
closer than the rest of the swarm by all peers in the group. Taking this additional
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mechanism into account, it can be concluded that the locality promotion mechanism
in the ETMS may lead to a win-no lose situation, i.e., a reduction in traffic and at least
no reduction in the performance for the user, even if considering a more realistic sce-
nario than typically used in related studies.

4 Insertion of Additional Locality-Promoting Peers/Resources

The insertion of additional locality-promoting peers/resources implies provision of
resources by the ISP in terms of bandwidth and/or storage to increase the level of
traffic locality within an ISP, and thus reduce traffic redundancy on its inter-domain
links, and to improve performance experienced by the users of peer-to-peer applica-
tions. Two approaches, the insertion of ISP-owned Peers (IoPs), and the promotion of
Highly Active Peers (HAPs), specifics of methodology employed for their assessment
and major qualitative results obtained are described below.

4.1 Insertion of ISP-Owned Peers

The ISP-owned Peer (IoP) [14] is a centralized entity equipped with abundant re-
sources, managed and controlled by the ISP. The IoP runs the overlay protocol [13]
with minor modifications. It participates actively in the overlay, storing content, and
aiming at subsequently seeding this content. Within the seeding phase, the IoP acts as
a transparent and non-intercepting cache. As such it can employ existing cache stor-
age management and content replacement policies already used by the ISP. Besides
this, the IoP comprises a set of different mechanisms [9] to improve its effectiveness.
Extensive performance evaluation has been conducted for all of them [15]. The main
focus here is on selected results for the Unchoking Policy and the Swarm Selection.
For the latter, a simulation setup with more than one swarm was utilized; this is rarely
done in the literature and highlights SmoothIT’s assessment methodology.

IoP without and with Unchoking Policy. In the underlay, a simple two AS topology
is considered, where the two ASes connect with each other through a hub AS that
does not have end users. The tracker and an original seeder are connected to the hub
AS, while the IoP is always inserted in AS 1. Values for access bandwidth are similar
to ones reported above; only the IoP offers 40 Mbit/s up and down. In the overlay, a
single BitTorrent swarm is considered, with a 150 MB file size and about 120 peers
simultaneously online in steady state. Peers arrive according to a Poisson distribution
and they serve as seeds for a random time duration that follows the exponential distri-
bution. For further details about the scenario and the simulator refer to [9]. Results are
presented as average values over 10 simulation runs along with their corresponding
95% confidence intervals.

Three cases are evaluated: (1) no IoP insertion (no IoP), (2) IoP, and (3) IoPUP
(with Unchoking Policy). Fig. 3 shows high savings on incoming inter-domain traffic
of AS1 due to the IoP, but an increase of the outgoing traffic due to the data exchange
also with remote peers; however, [oPUP achieves also outgoing traffic reduction



Assessment of Economic Management of Overlay Traffic: Methodology and Results 127

which could imply monetary savings under more charging schemes compared to the
previous case. In Fig. 4, peers’ QoE is significantly improved when the IoP is in-
serted; however, when an IoPUP is inserted, performance is slightly degraded but still
improved compared to the no IoP case. Finally, it should be noted that it has been
verified (by running couples simulations) that users benefit with respect to perform-
ance not just on the average but 95% of them on an individual basis too.
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Swarm Selection. In the underlay considered the same setup was applied; only a
higher capacity for the IoP, i.e. 50 Mbit/s, is assumed. The overlay assumes two
swarms, A and B, that are specified by the three set-up parameters file size, mean
inter-arrival time, and mean seeding time. Peers from both swarms exist either in AS
1, or in AS2, or in both. The default file size is 150 MB, the leechers’ mean inter-
arrival time is meanIAT = 100 s, and the mean seeding time meanST = 600 s. To
study the impact of the three factors, those parameters are tuned only for swarm A as
reported in Table 1. For swarm B always default values are employed. For brevity
reasons, the case of IoP with policy is not presented here; only results for incoming
inter-domain traffic are shown. Further details on this scenario and the simulator are
available in [15], [16].
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Table 1. Evaluation Scenarios for the Swarm Selection

Scenario A B C
Modified parameters | File Size: 50 MB ~ meanlAT: 300.0 s meanST: 200.0 s

Fig. 5 and Fig. 6 present results for the inter-domain traffic and for the peers'
download times, respectively. It can be observed that the impact on inbound inter-AS
traffic of AS1 is higher when the IoP has joined a swarm with either 1) larger file size,
or ii) lower mean inter-arrival time, or iii) lower mean seeding time; namely a swarm
with higher capacity demand. Performance is always improved since no policy is
employed; in each case, higher improvement is observed for the peers of the swarm
that the IoP joins. It can be concluded that the IoP provides a win-win situation, if it
only uploads locally. Due to the additional upload capacity in the swarm, users benefit
from this ETM mechanism, while the inter-AS traffic of the ISP employing the IoP is
reduced. However, the efficiency of the mechanism depends on the characteristics of
the swarm. Since the [oP can only provide limited resources, the decision about which
swarms to join is an important aspect of this ETM mechanism.

A similar issue regarding the Bandwidth Allocation to swarms the loP has joined
has been observed. The effectiveness of this module depends on the number of local
leechers and their bandwidth demand, thus, making it important to take this additional
metric into account.

4.2  Promotion of Highly Active Peers

The Highly Active Peer (HAP) ETM mechanism [17] aims at promoting a more co-
operative behavior among overlay peers. If a peer cooperates with the operator by
being locality-aware (e.g., by following SIS-recommendations), the operator may
increase the upload and download bandwidth of this peer. Additionally, the operator
may consider other factors when selecting the peers to promote, such as their contri-
bution to the overlay. In order to provide extra upload and download bandwidth to the
peers, the ISP should employ NGN capabilities in its network.

Here, a dynamic HAP operation is considered, which implies instantaneous meas-
urements and an instantaneous reaction of the ISP regarding peer promotion. A static
case operates at a longer time range of several hours or even days and was evaluated
in a peer-assisted video-on-demand scenario as described in [12].

The main assumption of the HAP ETM mechanism is that by promoting locality-
aware highly active peers can achieve a win-win situation. The main evaluation goal
is to show by simulations that the HAP ETM mechanism allows for decreasing
download times of peers that want to become HAPs (due to the extra download
bandwidth offered to them). Thus, it is shown that this ETM mechanism provides the
right incentive for peers to behave cooperatively, according to ISP goals.

To evaluate the mechanism a triangle topology (three ASes connected with one an-
other) is employed. In each AS, there are 100 peers. AS2 contains 6 initial seeders.
The HAP mechanism is deployed only in AS1. The other ASes do not use ETM at all.
Further details about the scenario and the used simulator are available in [15].
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Fig. 7 presents the calculated mean download times of a certain content for the peers
in AS1 with respect to the number of HAPs present in the network. The first case, i.e.,
No SIS is the standard overlay scenario with no ETM mechanisms. ‘0 HAPs’ means
that Highly Active Peers were not present; however, the locality promotion mecha-
nism provided by the SIS was used by all peers in AS1. As it can be seen in Fig. 7, the
largest difference from the peer point of view is observed if the locality concept is
implemented, but do not promote any peer to HAP. Just by introducing the basic
locality promotion mechanism, the mean download time decreases significantly (see
difference between ‘No SIS’ and ‘0 HAPs’); this is due to the fact that peers in AS1
share their resources among themselves, in contrast to the rest of peers, which share
their upload capacity with the complete swarm. Afterwards, the download time can be
further reduced by increasing the number of active HAPs. This phenomenon can be
justified, since each HAP injects more bandwidth to the network, and, therefore, more
bandwidth is overall available for peers. This is especially visible when comparing the
‘100 Peers/AS’ with 200 Peers/AS’ scenarios (left and right bars, respectively). In
the former case, the mean download time is reduced more than in the latter. This is
due to the fact that the injection of, say, 20 HAPs increases the available bandwidth
by 20% if the number of peers in the AS is 100, but only by 10% when the number of
peers in the AS is 200. Therefore, the relative increase in bandwidth is more signifi-
cant when less peers are present in the AS, hence the difference in download time.
The results in Fig. 7 clearly show that end-users benefit from the introduction of HAP
ETM mechanism. Not only can they become an HAP and have gain additional
download bandwidth, but also, with their extra upload bandwidth HAPs lead to the
significant reduction of the average download time too.
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When an HAP is implemented along with locality-awareness mechanisms, the opera-
tor benefits from reduced inter-domain traffic [17]. It allows for reducing costs for
ISPs and confirms the advantages of the HAP ETM mechanism and the fact that it
achieves win-win. The possibility of becoming an HAP also attracts more peers to use
the provided locality mechanisms, therefore, further contributing to the ISP’s win.
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5 Concluding Remarks

This article presented an innovative methodology of assessment developed within the
SmoothIT project especially for the evaluation of a variety of ETM mechanisms and,
more specifically, ISP and end users interrelations in the context of such mechanisms.
The application of this methodology has been outlined and related evaluation results
in three representative mechanisms proposed by SmoothIT have been discussed: (a)
the BGPLoc, (b) the insertion of the IoPs, and (c) the promotion of HAPs. Further-
more, this methodology has been employed to assess ETM mechanisms of another
category identified, namely the inter-domain collaboration. Moreover, it should be
noted that except for static and basic BGP information, an ETM approach can also
employ other underlay parameters measured in networks, such as flow throughput,
flow delays, and usage of inter- or intra-domain links. Implementation-wise for an
operational prototype, the Admin component of the SmoothIT Information Service
(SIS) has been designed as a Web-based tool for the ISP to administrate, monitor, and
fine-tune the operation of the entire ETMS.

Finally, the extension and application of the methodology for other traffic types
(not only P2P) generated according to trends in the Future Internet is an interesting
and promising direction for future research.
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Abstract. Many, if not most, well-designed Future Internet protocols fail, and
some badly-designed protocols are very successful. This somewhat depressing
statement illustrates starkly the critical importance of a protocol's deployability.
We present a framework for considering deployment and adoption issues, and
apply it to two protocols, Multipath TCP and Congestion Exposure, which we
are developing in the Trilogy project. Careful consideration of such issues can
increase the chances that a future Internet protocol is widely adopted.

Keywords: Protocol Deployment, Adoption Framework, Multipath TCP, Con-
gestion Exposure.

1 Introduction

New protocols and systems are often designed in near isolation from existing proto-
cols and systems. The aim is to optimise the technical solution, in effect for a
greenfield deployment. The approach can be very successful, a good example being
GSM but there are many more examples of protocols that are well-designed techni-
cally but where deployment has failed or been very difficult, for example interdomain
IP multicast and QoS protocols. On the other hand there are several examples of pro-
tocols that have been successfully deployed despite a weak technical design (by gen-
eral consent), such as WEP (Wired Equivalent Privacy).

Several attempts have been made at studying the adoption of consumer products [1]
and new Internet protocols, including [2], [3], [4], [5], [6] and [7], which we build on.
The adoption of Internet protocols is tricky because the Internet is a complex system
with diverse end-systems, routers and other network elements, not all of whose aspects
are under the direct control of the respective end users or service providers.

In this Chapter we propose a new framework for a successful adoption process
(Section 2), and apply it to two emerging protocols, Multipath TCP (Section 3) and
Congestion Exposure (Section 4).

J. Domingue et al. (Eds.): Future Internet Assembly, LNCS 6656, pp. 133-144, 2011.
© The Author(s). This article is published with open access at SpringerLink.com.
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The framework is not a “black box” where candidate protocols are the inputs and
the output is the protocol that is certain to be adopted. Rather, it is a structured way of
thinking, useful at the design stage to improve the chances that the new protocol will
be widely deployed and adopted.

2 A Framework for the Deployment and Adoption of
Future Internet Protocols

We propose a new framework (Figure 1) for a successful adoption process, with sev-
eral key features:

o It asks two key questions at each stage: what are the benefits and costs? And is it
an incremental process?

o [t distinguishes an initial scenario from one where adoption is widespread

o [t distinguishes implementation, deployment and adoption
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Fig. 1. An adoption framework
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A version of the framework has been applied in two papers, [8] and [9]. The frame-
work is intended to be generally applicable to Internet protocols.

The first key question is: what are the benefits (and costs) of the protocol? There
must be a “positive net value (meet a real need)” [2]. Further, the benefits and costs
should be considered for each specific party that needs to take action, as “the benefit
of migration should be obvious to (at least) the party migrating” [3]. For example,
browsers and the underlying http/html protocols give a significant benefit to both the
end users (a nice user interface for easy access to the web) and to the content provid-
ers (their content is accessed more; new opportunities through forms etc). As another
example, a NAT (Network Address Translator) allows an operator to support more
users with a limited supply of addresses, and has some security benefit. As a counter-
example, IPv6 deployment has a cost to the end host to support the dual stack, but the
benefit is quite tenuous (‘end-to-end transparency’) and long-term. Deploying a new
protocol may have knock-on costs, for example a new application protocol may re-
quire changes to the accounting and OSS (Operations Support Systems).

The second key question is: can the changes required be adopted incrementally?
This is similar to the guideline “Contain coordination and Constrain contamination”
[3], meaning that the scope of changes should be restricted in terms of (respectively)
the number of parties involved and the changes required within one party. Backwards
compatibility is also important. Successful examples include: https, which doesn’t
require deployment of an infrastructure to distribute public keys; and NATs, which
can be deployed by an ISP without coordinating with anyone else. As a counter-
example, IPv6 requires at least both ends and preferably the network to change.

Combining these two key factors leads to the idea of an incremental process, where
the aim at each step is to bring a net benefit for the party(s) migrating. So commercial,
not technical, considerations should determine what the right step size is — it adds
sufficient functionality to meet a specific business opportunity. If each step is the
same, this is equivalent to saying that there should be a benefit for earlier adopters.
However, often the steps will be different, as typically a protocol gets deployed and
adopted in a specific use case, later widening out if the protocol proves its utility.
Then each step may involve different stakeholders, for example BitTorrent was ini-
tially adopted by application developers (and their end-users) to transfer large files,
later widening out to some Content Providers, such as Tribler, to distribute TV online.
Hence the framework distinguishes initial scenarios from a widespread one.

At each step of the framework careful consideration is needed of benefits and in-
crementalism. But such consideration should not wait until the initial scenario is about
to start. Instead, during the design a mental experiment should be performed to think
about a narrow use case and about the final step of widespread deployment and adop-
tion. The more specific thinking may reveal new factors for the design to handle.

Finally, at each step the framework makes a distinction between the concepts of
implementation, deployment and adoption:

o Implementation refers to the coding of the new protocol by developers

o Deployment refers to the protocol being put in the required network equipment
and/or end-hosts

e Adoption is dependent upon deployment, with the additional step that the protocol
is actually used.
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For network equipment the distinction between implementation and deployment is
particularly important because different stakeholders are involved — equipment ven-
dors implement, whilst network operators deploy; their motivations are not the same.

No further implementation may be needed at the “wider scenario” stage, since the
software has already been developed for the initial scenario and it is simply a matter
of deploying and adopting it on a wider scale. Perhaps an enhanced version of the
protocol can include lessons learnt from the initial use case. But for some protocols
the wider scenario requires extra critical functionality — for example, security features,
if the initial scenario is within a trusted domain. Also, at the wider scenario stage,
“network externalities” are likely to be important: the benefit to an adopter is bigger
the greater the numbers who have already adopted it [5].

Testing of the new protocol is included within each of these stages. For example,
vendors will validate their implementation of the new protocol, operators will check
that it works successfully if deployed on their network, and users will complain if
they adopt it and it breaks something.

Note that it is not possible to prove that the framework is necessary or sufficient to
guarantee the adoption of a protocol — the framework is not a “black box” with an
input of a candidate protocol and an output of yes/no as to whether it will be adopted.
The framework also ignores factors such as risks (deployment is harder if the associ-
ated risk is higher), regulatory requirements and the role of hype and “group think”.

When there are competing proposals (which should be selected for deployment?) it
is important to think through the issues in the framework, otherwise an apparently
superior protocol may be selected that proves to be not readily deployable. It may be
better instead to incorporate some of its ideas, perhaps in a second release.

The main message of this Chapter is that implementation, deployment and adop-
tion need to be thought about carefully during the design of the protocol - for exam-
ple, mental experiments performed for narrow and widespread scenarios.

3 Multipath TCP

Multipath TCP (MPTCP) enables a TCP connection to use multiple paths simultane-
ously. The current Internet’s routing system only exposes a single path between a
source-address pair, and TCP restricts communications to a single path per transport
connection. But hosts are often connected by multiple paths, for example mobile
devices have multiple interfaces.

MPTCP supports the use of multiple paths between source and destination. When
multiple paths are used, MPTCP will react to failures by diverting the traffic through
paths that are still working and have available capacity. Old and new paths can be
used simultaneously. Since MPTCP is aware of the congestion in each path, the traffic
distribution can adapt to the avail