


Lecture Notes in Computer Science 6656
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Madhu Sudan
Microsoft Research, Cambridge, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbruecken, Germany

This copy belongs to 'VANC03'



John Domingue Alex Galis
Anastasius Gavras Theodore Zahariadis
Dave Lambert Frances Cleary
Petros Daras Srdjan Krco
Henning Müller Man-Sze Li
Hans Schaffers Volkmar Lotz
Federico Alvarez Burkhard Stiller
Stamatis Karnouskos Susanna Avessta
Michael Nilsson (Eds.)

The Future Internet

Future Internet Assembly 2011:
Achievements and Technological Promises

13

This copy belongs to 'VANC03'



Volume Editors

John Domingue
Alex Galis
Anastasius Gavras
Theodore Zahariadis
Dave Lambert
Frances Cleary

Petros Daras
Srdjan Krco
Henning Müller
Man-Sze Li
Hans Schaffers
Volkmar Lotz

Federico Alvarez
Burkhard Stiller
Stamatis Karnouskos
Susanna Avessta
Michael Nilsson

Acknowledgement and Disclaimer
The work published in this book is partly funded by the European Union under the
Seventh Framework Programme. The book reflects only the authors’views. The Union
is not liable for any use that may be made of the information contained therein.

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-20897-3 e-ISBN 978-3-642-20898-0
DOI 10.1007/978-3-642-20898-0
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2011926529

CR Subject Classification (1998): C.2, H.3.5-7, H.4.3, H.5.1, K.4

LNCS Sublibrary: SL 5 – Computer Communication Networks and Telecommuni-
cations

© The Editor(s) (if applicable) and the Author(s) 2011. The book is published with open access at Springer-
Link.com

Open Access. This book is distributed under the terms of the Creative Commons Attribution Noncommercial
License which permits any noncommercial use, distribution, and reproduction in any medium, provided the
original author(s) and source are credited.

This work is subject to copyright for commercial use. All rights are reserved, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other way, and storage in data banks. Duplication of
this publication or parts thereof is permitted only under the provisions of the German Copyright Law of
September 9, 1965, in its current version, and permission for use must always be obtained from Springer.
Violations are liable to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Markus Richter, Heidelberg

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

This copy belongs to 'VANC03'



List of Editors 

John Domingue 
Knowledge Media Institute, The Open University, STI International, Milton Keynes, UK 
and STI International, Vienna, Austria 
j.b.domingue@open.ac.uk 

Alex Galis 
Department of Electronic and Electrical Engineering, University College London, UK 
a.galis@ee.ucl.ac.uk 

Anastasius Gavras 
Eurescom GmbH, Heidelberg, Germany 
gavras@eurescom.eu 

Theodore Zahariadis 
Synelixis/TEI of Chalkida, Greece 
zahariad@synelixis.com 

Dave Lambert 
Knowledge Media Institute, The Open University, Milton Keynes, UK 
d.j.lambert@gmail.com 

Frances Cleary 
Waterford Institute of Technology – TSSG, Waterford, Ireland 
fcleary@tssg.org 

Petros Daras 
CERTH-ITI, Thessaloniki, Greece 
daras@iti.gr 

Srdjan Krco 
Ericsson Serbia, Belgrade, Serbia 
srdjan.krco@ericsson.com 

Henning Müller 
Business Information Systems, University of Applied Sciences Western Switzerland, 
Sierre, Switzerland 
henning.mueller@hevs.ch 

This copy belongs to 'VANC03'



VI List of Editors 

Man-Sze Li 
IC Focus, London, UK 
msli@icfocus.co.uk 

Hans Schaffers 
ESoCE Net, Dialogic, Aalto University School of Economics (CKIR), Aalto, Finland 
hschaffers@esoce.net 

Volkmar Lotz 
SAP Research, Sophia Antipolis, France 
volkmar.lotz@sap.com 

Federico Alvarez 
Universidad Politécnica de Madrid, Spain 
fag@gatv.ssr.upm.es 

Burkhard Stiller 
University of Zürich, Switzerland 
stiller@ifi.uzh.ch 

Stamatis Karnouskos 
SAP Research, Karlsruhe, Germany 
stamatis.karnouskos@sap.com 

Susanna Avéssta 
Université Pierre et Marie Curie (UPMC), Paris 6, France 
susanna.avessta@lip6.fr 

Michael Nilsson 
Centre for Distance-Spanning Technology, Luleå University of Technology, Sweden 
michael.nilsson@cdt.ltu.se

This copy belongs to 'VANC03'



Foreword 

The Internet will be a catalyst for much of our innovation and prosperity in the future. 
It has enormous potential to underpin the smart, sustainable and inclusive growth 
objectives of the EU2020 policy framework and is the linchpin of the Digital Agenda 
for Europe. A competitive Europe will require Internet connectivity and services 
beyond the capabilities offered by current technologies. Future Internet research is 
therefore a must.  

Since the signing of the Bled declaration in 2008, European research projects are 
developing new technologies that can be used for the Internet of the Future. At the 
moment around 128 ongoing projects are being conducted in the field of networks, 
trustworthy ICT, Future Internet research and experimentation, services and cloud 
computing, networked media and Internet of things. In total they represent an invest-
ment in research of almost 870 million euro, of which the European Commission funds 
570 million euro.  

This large-scale research undertaking involves around 690 different organizations 
from all over Europe, with a well-balanced blend of 50% private industries (SMEs 
and big companies with equal share), and 50% academic partners or research insti-
tutes. It is worth noting that it is a well-coordinated initiative, as these projects meet 
twice a year during the Future Internet Assembly, where they discuss research issues 
covering several of the domains mentioned above, in order to get a multidisciplinary 
viewpoint on proposed solutions.  

Apart from the Future Internet Assembly, the European Commission has also 
launched a Public Private Partnership program on the Future Internet. This 300-
million-euro program is focused on short- to middle-term research and runs from 
2011 to 2014. The core of this program will be a platform that implements and inte-
grates new generic but fundamental capabilities of the Future Internet, such as interac-
tions with the real world through sensor/actuator networks, network virtualization and 
cloud computing, enhanced privacy and security features and advanced multimedia 
capabilities. This core platform will be based on integration of already existing re-
search results developed over the past few years, and will be tested on large-scale use 
cases. The use cases that are part of the Public Private Partnership all have the poten-
tial to optimize large-scale business processes, using the properties of the core Future 
Internet platform. Examples of these use cases are a smarter electricity grid, a more 
efficient international logistics chain, a more intelligent food value chain, smart mo-
bility, safer and smarter cities and a smarter content creation system for professional 
and non-professional users.  

Future Internet research is an important cornerstone for a competitive Europe. We 
believe that all these efforts will help European organizations to be in the driving seat 
of many developments of the Future Internet. This book, already the third in this 
series, presents some of the results of this endeavor. The uniqueness of this book lies 
in the breadth of the topics, all of them of crucial importance for the Future Internet. 
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VIII Foreword 

We sincerely hope that reading it will provide you with a broader view on the Future 
Internet efforts and achievements in Europe! 

Budapest, May 2011 Luis Rodríguez-Roselló 
 Mário Campolargo 
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Preface 

1 The Internet Today  

Whether we use economic or societal metrics, the Internet is one of the most impor-
tant technical infrastructures in existence today. One easy measure of the Internet’s 
impact and importance is the number of Internet users which as of June 2010 was 2 
billion1. But of course, this does not give one the full picture. From an economic 
viewpoint, in 2010 the revenue of Internet companies in the US alone was over $70 
billion2. In Europe, IDC estimated that in 2009 the broader Internet revenues (taking 
business usage into account) amounted to €159 billion and that this is projected to 
grow to €229 billion by 20143. 

The recent political protests in Egypt give us an indication of the impact the Inter-
net has in societal terms. At the start of the demonstrations in Egypt the Internet was 
closed down by the ruling government to hinder the activities of opposition groups. 
Later, as the protests were having an effect, a picture emerged in the world’s media of 
a protester holding up a placard saying in Arabic “Thank You Facebook4.” Protesters 
in Egypt used social media to support communication and the associated Facebook 
page had over 80,000 followers at its peak. It is interesting to note that here we are 
talking about the power of the Internet in a country where currently Internet penetra-
tion is 21%5 compared to say 79% for Germany6. 

2 Current Issues 

The Internet has recently been in the news with stories covering two main issues 
which are commonly known in the Internet research community. Firstly, recent stories 
have highlighted the issue of the lack of address space associated with IPV4, which 
can cater for 4 billion IP addresses7. Some headlines claim that the IPV4 address 
space has already run out8. Technically, the issue has been solved through IPV6 al-
though there is still the matter of encouraging take up. 

                                                           
1  http://www.internetworldstats.com/stats.htm 
2  http://money.cnn.com/magazines/fortune/fortune500/2010/industries/225/index.html 
3  http://www.fi3p.eu 
4  http://www.mediaite.com/tv/picture-of-the-day-cairo-protester-holds-sign-that-says- 
 thank-you-facebook/ 
5  http://www.internetworldstats.com/africa.htm#eg 
6  http://www.internetworldstats.com/europa.htm#de 
7  http://www.bbc.co.uk/news/10105978 
8 http://www.ndtv.com/article/technology/internet-will-run-out-of-ip-addresses-by-friday- 
 83244  
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X Preface 

A second major news item has been on net neutrality, specifically, on legislation 
on net neutrality in the US and UK, which take differing views. At the time of writing 
the US House of Representatives voted to block a proposal from the Federal Commu-
nications Commission to partially enforce net neutrality9. In the UK at the end of 
2010 the Culture Minister, Ed Vaizey, backed a proposal to allow ISPs to manage 
traffic, which advocates of net neutrality argued would lead to a “two-speed Inter-
net10.” Vint Cerf, Sir Tim Berners-Lee and Steve Wozniak (one of the founders of 
Apple) have argued in favor of retaining net neutrality11. 

These two problems have gained prominence in the world’s media since they are 
most directly linked to the political and regulatory spheres. Other issues are centered 
on the fact that the Internet was originally designed in a very different context and for 
different purposes than it is used today. Of the changes that have occurred in the dec-
ades since the Internet’s inception, the main alterations which are of concern are: 

• Volume and nature of data – the sheer volume of Internet traffic and the change 
from simple text characters to audio and video and also the demand for very im-
mediate responses. For example, Cisco’s latest forecast predicts that global data 
traffic on the Internet will exceed 767 Exabytes by 2014. Online video and high-
definition TV services are expected to dominate this growth. Cisco state that the 
average monthly traffic in 2014 will be equivalent to 32 million people continu-
ously streaming the 2009 Avatar film in 3D12. 

• Mobile devices – the Internet can now be accessed from a wide variety of mobile 
devices including smart phones, Internet radios, and vehicle navigation systems, 
which is a radically different environment from the initial Internet based on physi-
cal links. Data traffic for mobile broadband will double every year until 2014, in-
creasing 39 times between 2009 and 201413. 

• Physical objects on the net – small devices enable the emergence of the “Internet 
of Things” where practically any physical object can now be on the net sending lo-
cation and local context data when requested. 

• Commercial services – as mentioned above the Internet is now a conduit for a 
wide variety of commercial services. These business services rely on platforms 
which can support a wide variety of business transactions and business processes.  

• Societal expectations – in moving from an obscure technology to a fundamental 
part of human communication, societal expectations have grown. The general 
population demand that the Internet is at least: secure, trustworthy, ubiquitous, ro-
bust, responsive and also upholds privacy. 

                                                           
9  http://online.wsj.com/article/BT-CO-20110217-718244.html 
10  http://www.bbc.co.uk/news/uk-politics-11773574 
11  See http://googleblog.blogspot.com/2005/11/vint-cerf-speaks-out-on-net-neutrality.html, 

http://www.scientificamerican.com/article.cfm?id=long-live-the-web, 
http://www.theatlantic.com/technology/archive/2010/12/steve-wozniak-to-the-fcc-keep-the-
internet-free/68294/ 

12  http://www.ispreview.co.uk/story/2010/06/10/cisco-forecasts-quadruple-jump-in-global- 
 internet-traffic-by-2014.html 
13  http://www.ispreview.co.uk/story/2010/06/10/cisco-forecasts-quadruple-jump-in-global- 
 internet-traffic-by-2014.html 

This copy belongs to 'VANC03'



Preface XI 

 

3 FIA Overview  

This book is based on the research that is carried out within the Future Internet As-
sembly (FIA). FIA is part of the European response to the problems outlined above. 
In short, FIAs bring together over 150 research projects that are part of the FP7 Chal-
lenge 1 ICT Programme to strengthen Europe’s Future Internet research activities and 
also to maintain the EU’s global competitiveness in the space. The projects are situ-
ated within established units which cover the following areas: 

• The network of the future 
• Cloud computing, Internet of services and advanced software engineering 
• Internet-connected objects 
• Trustworthy ICT 
• Networked media and search systems 
• Socio-economic considerations for the Future Internet 
• Application domains for the Future Internet 
• Future Internet research and experimentation (FIRE) 

Researchers and practitioners associated with the Future Internet gather at the FIAs 
every six months for a dialogue and interaction on topics which cross the above areas. 
In conjunction with the meetings the FIA Working Groups sustain activity throughout 
the year working toward a common vision for the Future Internet based on scenarios 
and roadmaps. Since the opening FIA in the spring of 2008, we have now held FIAs 
in the following cities: Bled, Madrid, Prague, Stockholm, Valencia and Ghent, with 
the next meetings scheduled for Budapest and Poznan. An overview of FIAs and the 
FIA working groups can be found at the EU Future Internet portal: http://www.future-
internet.eu/.  

4 Book Overview 

This book, the third in the series, contains a sample of the results from the recent 
FIAs. Our goal throughout the series has been to support the dissemination of results 
to all researchers as widely as possible. Therefore, as with the previous two books, the 
content is freely available online as well as in print form14. 

The selection process for the chapters in this text was as follows. In the middle of 
2010 a call was issued for abstracts of up to 2 pages covering a relevant Future Inter-
net topic. Accompanying this was a description of the authors indicating their experi-
ence and expertise related to FIA and Challenge 1 projects. Of the 67 abstracts sub-
mitted a subset were selected after each was reviewed by at least two editors, and the 
authors were then asked to produce a full chapter. A second reviewing process on the 

                                                           
14  The previous two FIA books can be found online at http://www.booksonline.iospress.nl/ 

Content/View.aspx?piid=12006 and http://www.booksonline.iospress.nl/Content/View.aspx? 
piid=16465. 
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XII Preface 

full papers, where each chapter was subjected to at least two reviews, resulted in a 
final set of 32 chapters being selected.  

The book is structured into the following sections each of which is preceded by a 
short introduction.  

• Foundations 
─ Architectural Issues 
─ Socio-economic Issues 
─ Security and Trust  
─ Experiments and Experimental Design 

• Future Internet Areas 
─ Networks 
─ Services 
─ Content 

• Applications 

FIA Budapest will be the seventh FIA since the kickoff in Bled and in that time a 
community has emerged which continues to collaborate across specific topic areas 
with the common goal of investigating the issues related to the creation of a new 
global communications platform within a European context. This text holds a sample 
of the latest results of these endeavors. We hope that you find the contents valuable.  

Budapest, May 2011 John Domingue 
 Alex Galis 
 Anastasius Gavras 
 Theodore Zahariadis 
 Dave Lambert 
 Frances Cleary 
 Petros Daras 
 Srdjan Krco 
 Henning Müller 
 Man-Sze Li 
 Hans Schaffers 
 Volkmar Lotz 
 Federico Alvarez 
 Burkhard Stiller 
 Stamatis Karnouskos 
 Susanna Avéssta 
 Michael Nilsson 
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Introduction 

The Internet has evolved from a slow, person-to-machine, communication channel to 
the most important medium for information exchange. Billions of people all over the 
world use the Internet for finding, accessing and exchanging information, enjoying 
multimedia communications, taking advantage of advanced software services, buying 
and selling, keeping in touch with family and friends, to name a few. The success of 
the Internet has created even higher hopes and expectations for new applications and 
services, which the current Internet may not be able to support to a sufficient level. 
On one hand, the increased reliability, availability and interoperability requirements 
of the new networked services, and on the other hand the extremely high volumes of 
multimedia content challenge the today’s Internet. As a result, the “Future Internet” 
research and development threads have been gaining momentum all over the world 
and as such the international race to create a new generation Internet is in full swing. 

The current Internet has been founded on a basic architectural premise, that is: a 
simple network service can be used as a universal means to interconnect both dumb 
and intelligent end systems. The simplicity of the current Internet has pushed com-
plexity into the endpoints, and has allowed impressive scale in terms of inter-
connected devices. However, while the scale has not yet reached its limits, the growth 
of functionality and the growth of size have both slowed down and may soon reach 
both its architectural capability and capacity limits. The current Internet capability 
limit will be stressed further by the expected growth, in the next years, in order of 
magnitude of more Internet services, the likely increase in the interconnection of smart 
objects and items (Internet of Things) and its integration with enterprise applications. 

Although the current Internet, as a ubiquitous and universal means for communica-
tion and computation, has been extraordinarily successful, there are still many un-
solved problems and challenges some of which have basic aspects. Many of these 
aspects could not have been foreseen when the first parts of the Internet were built, 
but these do need to be addressed now. The very success of the Internet is now creat-
ing obstacles to the future innovation of both the networking technology that lies at 
the Internet’s core and the services that use it.  

We are faced with an Internet that is good at delivering packets, but shows a level 
of inflexibility at the network and service layers and a lack of built-in facilities to 
support any non-basic functionality. 

In order to move forward new architectures that can meet the research and societal 
challenges and opportunities of Digital Society are needed. Incremental changes to 
existing architectures, which are enhancing the existing Internet, are also of significant 
importance. Such new architectures, enhancements related artefacts would be based on: 

• Emerging promising concepts, which have the potential reach beyond current 
Internet core networking and servicing protocols, components, mechanisms and 
requirements. 

• Integration models enabling better incorporation and usage of the communication-
centric, information-centric, resource-centric, content-centric, service/computation-
centric, context-centric faces and internet of things-centric facets. 
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• Structures and infrastructures for control, configuration, integration, composition, 
organisation and federation. 

• Unification and higher degree of integration of the communication, storage, con-
tent and computation as the means of enabling change from capacity concerns to-
wards increased and flexible capability with operation control. 

• Higher degree of virtualisation for all systems: applications, services, networks, 
storage, content, resources and smart objects. 

• Fusion of diverse design requirements, which include openness, economic viability, 
fairness, scalability, manageability, evolvability and programmability, autonomicity, 
mobility, ubiquitous access, usage, security including trust and privacy. 

The content of this area includes eight chapters covering some of the above architec-
tural research in Future Internet. 

The “Towards a Future Internet Architecture” chapter identifies the fundamental 
limitations of Internet, which are not isolated but strongly dependent on each other. 
Increasing the bandwidth would significantly help to address or mitigate some of 
these problems, but would not solve their root cause. Other problems would neverthe-
less remain unaddressed. The transmission can be improved by utilising better data 
processing & handling and better data storage, while the overall Internet performance 
would be significantly improved by control & self-* functions. As an overall result 
this chapter proposes the following: extensions, enhancements and re-engineering of 
today’s Internet protocols may solve several challenging limitations. Yet, addressing 
the fundamental limitations of the Internet architecture is a multi-dimensional prob-
lem. Improvements in each dimension combined with a holistic approach of the prob-
lem space are needed. 

The “Towards In-Network Clouds in Future Internet” chapter explores the archi-
tectural co-existence of new and legacy services and networks, via virtualisation of 
connectivity and computation resources and self-management capabilities, by fully 
integrating networking with cloud computing in order to create In-Network Clouds. It 
also presents the designs and experiments with a number of In-Network Clouds plat-
forms, which have the aim to create a flexible environment for autonomic deployment 
and management of virtual networks and services as experimented with and validated 
on large-scale testbeds. 

The “Flat Architectures: Towards Scalable Future Internet Mobility” chapter pro-
vides a comprehensive overview and review of the scalability problems of mobile 
Internet nowadays and to show how the concept of flat and ultra flat architectures 
emerges due to its suitability and applicability for the future Internet. It also aims to 
introduce the basic ideas and the main paradigms behind the different flat networking 
approaches trying to cope with the continuously growing traffic demands. The analy-
sis of these areas guides the readers from the basics of flat mobile Internet architec-
tures to the paradigm’s complex feature set and power creating a novel Internet archi-
tecture for future mobile communications. 

The “Review and Designs of Federated Management in Future Internet Architec-
tures” chapter analyses issues about federated management targeting information 
sharing capabilities for heterogeneous infrastructure. An inter-operable, extensible, 
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reusable and manageable new Internet reference model is critical for Future Internet 
realisation and deployment. The reference model must rely on the fact that high-level 
applications make use of diverse infrastructure representations and not use of re-
sources directly. So when resources are not being required to support or deploy ser-
vices they can be used in other tasks or services. As an implementation challenge for 
controlling and harmonising these entire resource management requirements, the 
federation paradigm emerges as a tentative approach and potentially optimal solution. 
This chapter provides, in a form of realistic implementations, research results and 
solutions addressing the rationale for federation, and all these activities are developed 
under the umbrella of the federated management work in the Future Internet. 

The “An Architectural Blueprint for a Real-World Internet” chapter reviews a num-
ber of architectures developed in projects in the area of Real-World Internet (RWI), 
Internet of Things (IoT), and Internet Connected Objects. All of these systems are faced 
with very similar problems in their design with very limited interoperability among 
these systems. To address these issues and to speed up development and deployment 
while at the same time reduce development and maintenance costs, reference architec-
tures are an appropriate tool. As reference architectures require agreement among all 
stakeholders, they are usually developed through an incremental process. This chapter 
presents the current status of the development of a reference architecture for the RWI as 
an architectural blueprint. 

The “Towards a RESTful Architecture for Managing a Global Distributed Inter-
linked Data-Content-Information Space” chapter analyses the concept of “Content-
Centric” architecture, lying between the Web of Documents and the generalized Web 
of Data, in which explicit data are embedded in structured documents enabling consis-
tent support for the direct manipulation of information fragments. It presents the In-
terDataNet (IDN) infrastructure technology designed to allow the RESTful manage-
ment of interlinked information resources structured around documents. IDN deals 
with globally identified, addressable and reusable information fragments; it adopts an 
URI-based addressing scheme; it provides a simple, uniform Web-based interface to 
distributed heterogeneous information management; it endows information fragments 
with collaboration-oriented properties, namely: privacy, licensing, security, prove-
nance, consistency, versioning and availability; it glues together reusable information 
fragments into meaningful structured and integrated documents without the need of a 
predefined schema. 

The “A Cognitive Future Internet Architecture” chapter proposes a novel Cognitive 
Framework as a reference architecture for the Future Internet (FI), which is based on 
so-called Cognitive Managers. The objective of the proposed architecture is twofold. 
On one hand, it aims at achieving a full interoperation among the different entities 
constituting the ICT environment, by means of the introduction of Semantic Virtual-
ization Enablers. On the other hand, it aims at achieving an internetwork and inter-
layer cross-optimization by means of a set of Cognitive Enablers, which are in charge 
of taking consistent and coordinated decisions according to a fully cognitive approach, 
availing of information coming from both the transport and the service/content layers of 
all networks. Preliminary test studies, realized in a home environment, confirm the 
potentialities of the proposed solution. 
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The “Title Model Ontology for Future Internet Networks” chapter contributes to 
the use of ontologies in the Future Internet, with the proposal of semantic formaliza-
tion of the Entity Title Model. It is also suggested the use of semantic representation 
languages in place of protocols. 

Alex Galis and Theodore Zahariadis 
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Abstract. In the near future, the high volume of content together with new 
emerging and mission critical applications is expected to stress the Internet to 
such a degree that it will possibly not be able to respond adequately to its new 
role. This challenge has motivated many groups and research initiatives world-
wide to search for structural modifications to the Internet architecture in order 
to be able to face the new requirements. This paper is based on the results of the 
Future Internet Architecture (FIArch) group organized and coordinated by the 
European Commission (EC) and aims to capture the group’s view on the Future 
Internet Architecture issue. 

Keywords: Internet Architecture, Limitations, Processing, Handling, Storage, 
Transmission, Control, Design Objectives, EC FIArch group. 

1 Introduction 

The Internet has evolved from a remote access to mainframe computers and slow 
communication channel among scientists to the most important medium for informa-
tion exchange and the dominant communication environment for business relations 
and social interactions. Billions of people all over the world use the Internet for find-
ing, accessing and exchanging information, enjoying multimedia communications, 
taking advantage of advanced software services, buying and selling, keeping in touch 
with family and friends, to name a few. The success of the Internet has created even 
higher hopes and expectations for new applications and services, which the current 
Internet may not be able to support to a sufficient level. It is expected that the number 
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of nodes (computers, terminals mobile devices, sensors, etc.) of the Internet will soon 
grow to more than 100 billion [1]. Reliability, availability, and interoperability re-
quired by new networked services, and this trend will escalate in the future. There-
fore, the requirement of increased robustness, survivability, and collaborative proper-
ties is imposed to the Internet architecture. In parallel, the advances in video capturing 
and content/media generation have led to very large amounts of multimedia content 
and applications offering immersive experiences( e.g., 3D videos, interactive envi-
ronments, network gaming, virtual worlds, etc.) compared to the quantity and type of 
data currently exchanged over the Internet. Based on [2], out of the 42 Exabytes 
(1018) of consumer Internet traffic likely to be generated every month in 2014, 56% 
will be due to Internet video, while the average monthly consumer Internet traffic will 
be equivalent to 32 million people streaming Avatar in 3D, continuously, for the en-
tire month. 

All these applications create new demands and requirements, which to a certain ex-
tent can be addressed by means of “over-dimensioning” combined with the enhance-
ment of certain Internet capabilities over time. While this can be a satisfactory (al-
though sometimes temporary) solution in some cases, analyses have shown [3],[4] 
that increasing the bandwidth on the backbone network will not suffice due to new 
qualitative requirements concerning, for example, highly critical services such as e-
health applications, clouds of services and clouds of sensors, new social network 
applications like collaborative 3D immersive environments, new commercial and 
transactional applications, new location-based services and so on.  

 In other words, the question is to determine if the architecture and its properties 
might become the limiting factor of Internet growth and of the deployment of new 
applications. For instance, as stated in [5] “the end-to-end arguments are insufficiently 
compelling to outweigh other criteria for certain functions such as routing and con-
gestion control”. On the other hand, the evolution of the Internet architecture is car-
ried out by means of incremental and reactive additions [6], rather than by major and 
proactive modifications. Moreover, studies on the impact of research results have 
shown that better performance or richer functionality implying an architectural 
change define necessary but not sufficient conditions for such change in the Internet 
architecture and/or its components. Indeed, the Internet architecture has shown since 
so far the capability to overcome such limits without requiring radical architectural 
transformation. Hence, before proposing or designing a new Internet Architecture (if a 
new one is needed), it is necessary to demonstrate the fundamental limits of the cur-
rent architecture [7]. Thus, scientists and researchers from both the industry and aca-
demia worldwide are working towards understanding these architectural limits so as 
to progressively determine the principles that will drive the Future Internet architec-
ture that will adequately meet at least the abovementioned challenges [EIFFEL], 
[4WARD], [COAST]. 

The Future Internet as a global and common communication and distributed infor-
mation system may be considered from various interrelated perspectives: the net-
works and shared infrastructure perspective, the services and application perspective 
as well as the media and content perspective. Significant efforts world-wide have 
already been devoted to investigate some of its pillars [8] [9] [10] [11] [12] [13]. In 
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Europe, a significant part of the Information and Communication Technology (ICT) 
of the Framework Program 7 is devoted to the Future Internet [14]. Though many 
proposals for a Future Internet Architecture have already been developed, no specific 
methodology to evaluate the efficiency (and the need) for such architecture proposals 
exist. The purpose of this paper is to capture the view of the Future Internet Architec-
ture (FIArch) group organized and coordinated by the European Commission.  

Since so far, the FIArch group has identified and reached some understanding and 
agreement on the different types of limitations of the Internet and its architecture. 
Interested readers may also refer to [15] for more information1.  

2 Definitions 

Before describing the approach followed by the FIArch Group, we define the terms 
used in our work. Based on [16], we define as “architecture” a set of functions, states, 
and objects/information together with their behavior, structure, composition, relation-
ships and spatio-temporal distribution. The specification of the associated functional, 
object/ informational and state models leads to an architectural model comprising a 
set of components (i.e. procedures, data structures, state machines) and the characteri-
zation of their interactions (i.e. messages, calls, events, etc.).  

We also qualify as a “fundamental limitation” of the Internet architecture a func-
tional, structural, or performance restriction or constraint that cannot be effectively 
resolved with current or clearly foreseen “architectural paradigms” as far as our un-
derstanding/knowledge goes. On the other hand, we define as “challenging limitation” 
a functional, structural, or performance restriction or constraint that could be resolved as 
far as our understanding/knowledge goes by replacing and/or adding/removing a com-
ponent of the architecture so that this would in turn change the global properties of the 
Internet architecture (e.g. separation of the locator and identifier role of IP addresses).  

In the following, we use the term “data” to refer to any organized group of bits 
a.k.a. data packets, data traffic, information, content (audio, video, multimedia), etc. 
and the term “service” to refer to any action performed on data or other services and 
the related Application Programming Interface (API).2 Note however that this docu-
ment does not take position on the localization and distribution of these APIs. 

3 Analysis Approach 

Since its creation, the Internet is driven by a small set of fundamental design princi-
ples rather than a formal architecture that is created on a whiteboard by a standardiza-
tion or research group. Moreover, the necessity for backwards compatibility and the 
trade-off between Internet redesign and proposing extensions, enhancements and re-
engineering of today’s Internet protocols are heavily debated.  
                                                           
1  Interested readers may also search for updated versions at the FIArch site: 
 http://ec.europa.eu/information_society/activities/foi/research/fiarch/index_en.htm  
2 The definition of service does not include the services offered by humans using the Internet 
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The emergence of new needs at both functional and performance levels, the cost 
and complexity of Internet growth, the existing and foreseen functional and perform-
ance limitations of the Internet’s architectural principles and design model put the 
following elementary functionalities under pressure:  

• Processing/handling of “data”: refers to forwarders (e.g. routers, switches, etc.), 
computers (e.g., terminals, servers, etc.), CPUs, etc. and handlers (software pro-
grams/routines) that generate and treat as well as query and access data. 

• Storage of “data”: refers to memory, buffers, caches, disks, etc., and associated 
logical data structures. 

• Transmission of “data”: refers to physical and logical transferring/exchange of data.   
• Control of processing, storage, transmission of systems and functions: refers to 

the action of observation (input), analysis, and decision (output) whose execution 
affects the running conditions of these systems and functions. Note that by using 
these base functions, the data communication function can be defined as the com-
bination of processing, storage, transmission and control functions applied to 
“data”. The term control is used here to refer to control functionality but also man-
agement functionality, e.g. systems, networks, services, etc. 

For each of the above functionalities, the FIArch group has tried to identify and ana-
lyze the presumed problems and limitations of the Internet. This work was carried out 
by identifying an extensive list of limitations and potentially problematic issues or 
missing functionalities, and then selecting the ones that comply with the aforemen-
tioned definition of a fundamental limitation.   

3.1 Processing and Handling Limitations  

The fundamental limitations that have been identified in this category are:   

i. The Internet does not allow hosts to diagnose potential problems and the network 
offers little feedback for hosts to perform root cause discovery and analysis. In to-
day's Internet, when a failure occurs it is often impossible for hosts to describe the 
failure (what happened?) and determine the cause of the failure (why it hap-
pened?), and which actions to take to actually correct it. The misbehavior that may 
be driven by pure malice or selfish interests is detrimental to the cooperation be-
tween Internet users and providers. Non-intrusive and non-discriminatory means 
to detect misbehavior and mitigate their effects while keeping open and broad ac-
cessibility to the Internet is a limitation that is crucial to overcome [16].  

ii. Lack of data identity is damaging the utility of the communication system. As a 
result, data, as an ‘economic object’, traverses the communication infrastructure 
multiple times, limiting its scaling, while lack of content ‘property rights’ (not 
only author- but also usage-rights) leads to the absence of a fair charging model. 

iii. Lack of methods for dependable, trustworthy processing and handling of network 
and systems infrastructure and essential services in many critical environments, 
such as healthcare, transportation, compliance with legal regulations, etc.  
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iv. Real-time processing. Though this is not directly related to the Internet Architec-
ture itself, the limited capability for processing data on a real-time basis poses 
limitations in terms of the applications that can be deployed over the Internet. On 
the other hand, many application areas (e.g. sensor networks) require real-time 
Internet processing at the edges nodes of the network. 

3.2 Storage Limitations 

The fundamental restrictions that have been identified in this category are:   

i. Lack of context/content aware storage management: Data are not inherently asso-
ciated with knowledge of their context. This information may be available at the 
communication end-points (applications) but not when data are in transit. So, it is 
not feasible to make efficient storage decisions that guarantee fast storage man-
agement, fast data mining and retrieval, refreshing and removal optimized for dif-
ferent types of data [18]. 

ii. Lack of inherited user and data privacy: In case data protection/ encryption meth-
ods are employed (even using asymmetric encryption and public key methods), 
data cannot be efficiently stored/handled. On the other hand, lack of encryption, 
violates the user and data privacy. More investigations into the larger privacy and 
data-protection ecosystem are required to overcome current limits of how current 
information systems deal with privacy and protection of information of users, and 
develop ways to better respect the needs and expectations [30], [31], [32] 

iii. Lack of data integrity, reliability and trust, targeting the security and protection of 
data; this issue covers both unintended disclosure and damage to integrity from 
defects or failures, and vulnerabilities to malicious attacks.  

iv. Lack of efficient caching & mirroring: There is no inherited method for on-path 
caching along the communication path and mirroring of content compared to off-
path caching that is currently widely used (involving e.g. connection redirection). 
Such methods could deal with issues like flash crowding, as the onset of the phe-
nomenon will still cause thousands of cache servers to request the same docu-
ments from the original site of publication. 

3.3 Transmission Limitations 

The fundamental restrictions that have been identified in this category are:   

i. Lack of efficient transmission of content-oriented traffic: Multimedia content-
oriented traffic comprises much larger volumes of data as compared to any other 
information flow, while its inefficient handling results in retransmission of the 
same data multiple times. Content Delivery Networks (CDN) and more generally 
architectures using distributed caching alleviate the problem under certain condi-
tions but can’t extend to meet the Internet scale [19]. Transmission from central-
ized locations creates unnecessary overheads and can be far from optimal when 
massive amounts of data are exchanged.  
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ii. Lack of integration of devices with limited resources to the Internet as autono-
mous addressable entities. Devices in environments such as sensor networks or 
even nano-networks/smart dust as well as in machine-to-machine (M2M) envi-
ronments operate with such limited processing, storage and transmission capacity 
that only partly run the protocols necessary in order to be integrated in the Internet 
as autonomous addressable entities. 

iii. Security requirements of the transmission links: Communications privacy does not 
only mean protecting/encrypting the exchanged data but also not disclosing that 
communication took place. It is not sufficient to just protect/encrypt the data (in-
cluding encryption of protocols/information/content, tamper-proof applications 
etc) but also protect the communication itself, including the relation/interaction 
between (business or private) parties.  

3.4 Control Limitations 

The fundamental limitations that have been identified in this category are:   

i. Lack of flexibility and adaptive control34.  In the current Internet model, design of 
IP (and more generally communication) control components have so far being 
driven exclusively by i) cost/performance ratio considerations and ii) pre-defined, 
static, and open loop control processes. The first limits the capacity of the system 
to adapt/react in a timely and cost-effective manner when internal or external 
events occur that affect its value delivery; this property is referred to as flexibility 
[20][21]. Moreover, the current trend in unstructured addition of ad-hoc function-
ality to partly mitigate this lack of flexibility has resulted in increased complexity 
and (operational and system) cost of the Internet. Further, to maintain/sustain or 
even increase its value delivery over time, the Internet will have to provide flexi-
bility in its functional organization, adaptation, and distribution. Flexibility at run 
time is essential to cope with the increasing uncertainty (unattended and unex-
pected events) as well as breadth of expected events/ running conditions for which 
it has been initially designed. The latter results in such a complexity that leaves no 
possibility for individual systems to adapt their control decisions and tune their 
execution at running time by taking into account their internal state, its activ-
ity/behavior as well as the environment/external conditions.  

ii. Improper segmentation of data and control. The current Internet model segments 
(horizontally) data and control, whereas from its inception the control functional-
ity has a transversal component. Thus, on one hand, the IP functionality isn't lim-
ited anymore to the “network layer”, and on the other, IP is not totally decoupled 
from the underlying “layers” anymore (by the fact IP/MPLS and underlying layers 

                                                           
3  Some may claim that this limitation is “very important” or “very challenging” but not a 

“fundamental” one. As we consider it significant anyway, we include it here for the sake of 
completeness.  

4  This limitation is often named by the potential approach aimed to address it, including 
autonomic networking, self-mamagenent, etc. However, none of them has shown ability to 
support flexibility at run time to cope with increasing uncertainty (since the control 
processes they accommodate are still those pre-determined at design time). 
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share the same control instance). Hence, the hour-glass model of the Internet does 
not account for this evolution of the control functionality when considered as part 
of the design model.  

iii. Lack of reference architecture of the IP control plane. The IP data plane is itself 
relatively simple but its associated control components are numerous and sometimes 
overlapping, as a result of the incremental addition of ad-hoc control components 
over time, and thus their interactions are becoming more and more complex. This 
leads to detrimental effects for the controlled entities, e.g., failures, instability, in-
consistency between routing and forwarding (leading to e.g. loops) [22][23].  

iv. Lack of efficient congestion control. Congestion control cannot be realized as a pure 
end-to-end function: congestion is an inherent network phenomenon that can only be 
resolved efficiently by some cooperation of end-systems and the network, since it is 
a shared communication infrastructure. Hence, substantial benefit could be expected 
by further assistance from the network, but, on the other hand, such network support 
could lead to duplication of functions, which may harmfully interact with end-to-end 
principle and resulting protocol mechanisms. Addressing effectively the trade-off of 
network support without decreasing its scaling properties by requiring maintenance 
of per-flow state is one of the Internet’s main challenges [16].  

3.5 Limitations That May Fall in More than One Category 

Certain fundamental limitations of current Internet may fall in more than one category. 
Examples of such limitations include: 

i. Traffic growth vs heterogeneity in capacity distribution: Hosts connected to the 
Internet do not have the possibility to enforce the path followed by their traffic. 
Hence, even if multiple alternatives to reach a given destination would be offered 
to the host, they are unable to enforce their decision across the network. On the 
other hand, as the Internet enables any-to-any connectivity, there is no effective 
means to predict the spatial distribution of the traffic within a timescale that would 
allow providers to install needed capacity when required or at least expected to 
prevent overload of certain network segments. This results into serious capacity 
shortage (and thus congestion) over certain segments of the network. Especially, 
the traffic exchange points (as well as certain international and the transatlantic 
links) are in many cases significantly overloaded. In some cases, building out 
more capacity to handle this new congestion may be infeasible or unwarranted. 
Two main types of limitations are seen in this respect: i) not known scalable 
means to overcome the result of network infrastructure abstraction, and ii) those 
related to congestion and diagnosability. These are related to at least the base 
functions of control and processing/handling. 

ii. The current inter-domain routing system is reaching fundamental limits in terms 
of routing table scalability but also adaptation to topology and policy dynamics 
(perform efficiently under dynamic network conditions) that in turn impact its 
convergence, and robustness/stability properties. Both dimensions increase mem-
ory requirements but also the processing capacity of routing engines [23][7] Re-
lated projects: [EULER] [ResumeNet].   
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iii. Scaling to deal with flash crowding. The huge number of (mobile) terminals com-
bined with a sudden peak in demand for a particular piece of data may result in 
phenomena that cannot be handled; such phenomena can be related at to all the 
base functions. 

iv. The amount of foreseen data and information5 requires significant processing 
power / storage / bandwidth for indexing / crawling and (distributed) querying 
and also solutions for large scale / real-time data mining / social network analysis, 
so as to achieve successful retrieval and integration of information from an ex-
tremely high numer of sources across the network. All the aforementioned issues 
imply the need for addressing new architectural challenges capable to cope with 
the fast and scalable identification and discovery of and access to data. The expo-
nential growth of information makes it increasingly harder to identify relevant in-
formation (“drowning in information while starving for knowledge”). This infor-
mation overload becomes more and more acute and existing search and recom-
mendation tools are not filtering and ranking the information adequately and lack 
the required granularity (document-level vs. individual information item). 

v. Security of the whole Internet Architecture. The Internet architecture is not intrin-
sically secure and is based on add-ons to, e.g. protocols, to secure itself. The con-
sequence is that protocols may be secure but the overall architecture is not self-
protected against malicious attacks. 

vi. Support of mobility when using IP address as both network and host identifier but 
also TCP connection identifier results in Transmission Control Protocol (TCP) con-
nection continuity problem. Its resolution requires decoupling between the identifier 
of the position of the mobile host in the network graph (network address) from the 
identifier used for the purpose of TCP connection identification. Moreover, when 
mobility is enabled by wireless networks, packets can be dropped because of corrup-
tion loss (when the wireless link cannot be conditioned to properly control its error 
rate or due to transient wireless link interruption in areas of poor coverage), render-
ing the typical reaction of congestion control mechanism of TCP inappropriate. As a 
result, non-congestive loss may be more prevalent in these networks due to corrup-
tion loss. This limitation results from the existence of heterogeneous links, both 
wired and wireless, yielding a different trade-off between performance, efficiency 
and cost, and affecting several base functions again.  

4 Design Objectives 

The purpose of this section is to document the design objectives that should be met by 
the Internet architecture. We distinguish between “high-level” and “low-level” design 
objectives. High-level objectives refer to the cultural, ethical, socio-economic, but 
also technological expectations to be met by the Internet as global and common in-
formation communication system. High-level objectives are documented in [15]. By 
low-level design objectives, we mean here the functional and performance properties 
as well as the structural and quality properties that the architecture of this global and 
                                                           
5  Eric Schmidt, the CEO of Google, the world’s largest index of the Internet, estimated the 

size at around 5 million terabytes of data (2005). Eric commented that Google has indexed 
roughly 200 terabytes of that is 0,004% of the total size. 
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common information communication system is expected to meet. From the previous 
sections, some of low-level objectives are met and others are not by the (present) 
architecture of the Internet. We also emphasize here that these objectives are com-
monly shared by the Internet community at large 

The remaining part of this Section translates a first analysis of the properties that 
should be met by the Internet architecture starting from the initial of objectives as 
enumerated in various references (see [27], [28], [29]). One of the key challenges is 
thus to determine the necessary addition/improvement of current architecture princi-
ples and the improvement (or even removal of architectural components needed to 
eliminate or at least tangibly mitigate/avoid the known effects of the fundamental 
limitations. It is to be emphasized that a great part of research activities in this domain 
consists in identifying hidden relationships and effects. 

As explained in [27], the Internet architecture has been structured around eight 
foundational objectives: i) to connect existing networks, ii) survivability, iii) to sup-
port multiple types of services, iv) to accommodate a variety of physical networks, v) 
to allow distributed management, vi) to be cost effective, vii) to allow host attachment 
with a low level of effort and, viii) to allow resource accountability. Moreover, RFC 
1287, published in 1991 by the IAB [36], underlines that the Internet architecture 
needs to be able to scale to 109 IP networks recognizing the need to add scalability as 
a design objective. In this context, the followed approach consists of starting from the 
existing Internet design objectives compared to the approach that would consist of 
applying a tabula rasa approach, i.e., completely redefine from scratch the entire set of 
Internet design objectives. 

Based on previous sections, the present section describes the design objectives that 
are currently met, partly met or not met at all by the current architecture. In particular, 
the low-level design objectives of the architecture are to provide: 

• Accessibility (open and by means of various/heterogeneous wireless/radio and 
wired interfaces) to the communication network but also to heterogeneous data, ap-
plications, and services, nomadicity, and mobility (while providing means to main-
tain continuity of application communication exchanges when needed). Accessibility 
and nomadicity are currently addressed by current Internet architecture. On the other 
hand, mobility is still realized in most cases by means of dedicated/separated archi-
tectural components instead of Mobile IP. see Subsection 3.5. Point 6  

• Accountability of resource usage and security without impeding user privacy, 
utility and self-arbitration: see Subsection.3.1.Point.2 

• Manageability, implying distributed, organic, automated, and autonomic/self-
adaptive operations: see Subsection 3.5 and Diagnosability (i.e. root cause detec-
tion and analysis): see Subsection.3.1.Point.1 

• Transparency, i.e. the terminal/host is only concerned with the end-to-end service; 
in the current Internet this service is the connectivity even if the notion of “service” 
is not embedded in the architectural model of the Internet: initially addressed but 
loosing ground. 

• Distribution of processing, storage, and control functionality and autonomy 
(organic deployment): addressed by current architecture; concerning storage and 
processing, several architectural enhancements might be required, e.g. for the inte-
gration of distributed but heterogeneous data and processes. 
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• Scalability, including routing and addressing system in terms of number of 
hosts/terminals, number of shared infrastructure nodes, etc. and management sys-
tem: - see Subsection.3.5.Point.2 

• Reliability, referring here to the capacity of the Internet to perform in accordance 
to what it is expected to deliver to the end-user/hosts while coping with a growing 
number of users with increasing heterogeneity in applicative communication needs. 

• Robustness/stability, resiliency, and survivability: see Subsection.3.5.Point.2 
• Security: see Subsection.3.5 point 5, Subsection 3.1.Point.2 and 3. 
• Generality e.g. support of plurality of applications and associated data traffic such as 

non/real-time streams, messages, etc., independently of the shared infrastructure par-
titioning/divisions, and independently of the host/terminal: addressed and to be rein-
forced (migration of mobile network to IPv6 Internet, IPTV moving to Internet TV, 
etc.) otherwise leading to segmentation and specialization per application/service. 

• Flexibility, i.e. capability to adapt/react in a timely and cost-effective manner upon 
occurrence of internal or external events that affect its value delivery, and Evo-
lutivity (of time variant components): not addressed see Subsection 3.4.Point.1. 

• Simplicity and cost-effectiveness: deeper analysis is needed but simplicity seems 
to be progressively decreasing see Section 3.4 Point 3. Note that simplicity is ex-
plicitly added as a design objective to -at least- prevent further deterioration of the 
complexity of current architecture (following the “Occam's razor principle”). In-
deed, lowering complexity for the same level of performance and functionality at a 
given cost is a key objective. 

• Ability to offer information-aware transmission and distribution: Subsection 3.3, 
Point 1, and Subsection 3.5, Point  4. 

5 Conclusions 

In this article we have identified fundamental limitations of Internet architecture fol-
lowing a systematic investigation thereof from a variety of different viewpoints. 
Many of the identified fundamental limitations are not isolated but strongly dependent 
on each other. Increasing the bandwidth would significantly help to address or miti-
gate some of these problems, but would not solve their root cause. Other problems 
would nevertheless remain unaddressed. The transmission can be improved by utiliz-
ing better data processing and handling (e.g. network coding, data compression, 
intelligent routing) and better data storage (e.g. network/terminals caches, data cen-
ters/mirrors etc.), while the overall Internet performance would be significantly im-
proved by control and self-* functions. As an overall finding we may conclude the 
following: Extensions, enhancements and re-engineering of today’s Internet pro-
tocols may solve several challenging limitations. Yet, addressing the fundamental 
limitations of the Internet architecture is a multi-dimensional and challenging 
research topic. While improvements are needed in each dimension, these should 
be combined by undertaking a holistic approach of the problem space. 
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Abstract. One of the key aspect fundamentally missing from the current Inter-
net infrastructure is an advanced service networking platform and facilities, 
which take advantage of flexible sharing of available connectivity, computation, 
and storage resources. This paper aims to explore the architectural co-existence 
of new and legacy services and networks, via virtualisation of connectivity and 
computation resources and self-management capabilities, by fully integrating 
networking with cloud computing in order to create In-Network Clouds. It also 
presents the designs and experiments with a number of In-Network Clouds plat-
forms, which have the aim to create a flexible environment for autonomic de-
ployment and management of virtual networks and services as experimented 
with and validated on large-scale testbeds.  

Keywords: In-Network Clouds, Virtualisation of Resources, Self-Management, 
Service plane, Orchestration plane and Knowledge plane. 

1 Introduction 

The current Internet has been founded on a basic architectural premise, that is: a sim-
ple network service can be used as a universal means to interconnect both dumb and 
intelligent end systems. The simplicity of the current Internet has pushed complexity 
into the endpoints, and has allowed impressive scale in terms of inter-connected de-
vices. However, while the scale has not yet reached its limits [1, 2], the growth of 
functionality and the growth of size have both slowed down and may soon reach both 
its architectural capability and capacity limits. Internet applications increasingly re-
quire a combination of capabilities from traditionally separate technology domains to 
deliver the flexibility and dependability demanded by users. Internet use is expected 
to grow massively over the next few years with an order of magnitude more Internet 
services, the interconnection of smart objects from the Internet of Things, and the 
integration of increasingly demanding enterprise and societal applications. 

The Future Internet research and development trends are covering the main focus 
of the current Internet, which is connectivity, routing, and naming as well as defining 
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and design of all levels of interfaces for Services and for networks’ and services’ 
resources. As such, the Future Internet covers the complete management and full 
lifecycle of applications, services, networks and infrastructures that are primarily 
constructed by recombining existing elements in new and creative ways. 

The aspects which are fundamentally missing from the current Internet infrastruc-
ture, include the advanced service networking platforms and facilities, which take 
advantage of flexible sharing of available resources (e.g. connectivity, computation, 
and storage resources).  

This paper aims to explore the architectural co-existence of new and legacy ser-
vices and networks, via virtualisation of resources and self-management capabilities, 
by fully integrating networking [4, 8, 10, 15] with cloud computing [6, 7, 9] in order 
to produce In-Network Clouds. It also presents the designs and experiments with a 
number of In-Network Clouds platforms [9, 10], which have the aim to create a flexi-
ble environment for autonomic deployment and management of virtual networks and 
services as experimented with and validated on large-scale testbeds [3]. 

2 Designs for In-Network Clouds 

Due to the existence of multiple stakeholders with conflicting goals and policies, 
modifications to the existing Internet are now limited to simple incremental updates 
and deployment of new technology is next to impossible and very costly. In-Network 
clouds have been proposed to bypass this ossification as a diversifying attribute of the 
future inter-networking and inter-servicing paradigm. By allowing multiple heteroge-
neous network and service architectures to cohabit on a shared physical substrate, In-
Network virtualisation provides flexibility, promotes diversity, and promises security 
and increased manageability.  

We define In-Network clouds as an integral part of the differentiated Future Inter-
net architecture, which supports multiple computing clouds from different service 
providers operating on coexisting heterogeneous virtual networks and sharing a com-
mon physical substrate of communication nodes and servers managed by multiple 
infrastructure providers. By decoupling service providers from infrastructure provid-
ers and by integrating computing clouds with virtual networks the In-Network clouds 
introduce flexibility for change. 

In-Network Network and Service Clouds can be represented by a number of dis-
tributed management systems described with the help of five abstractions: Virtualisa-
tion Plane (VP), Management Plane (MP), Knowledge Plane (KP), Service Plane 
(SP), and Orchestration Plane (OP) as depicted in Fig. 1. 

These planes are new higher-level artefacts, used to make the Future Internet of 
Services more intelligent, with embedded management functionality. At a logical 
level, the VMKSO planes gather observations, constraints and assertions, and apply 
rules to these in order to initiate proper reactions and responses. At the physical level, 
they are embedded and execute on network hosts, devices, attachments, and servers  
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Fig. 1. In-Network Cloud Resources 

within the network. Together these distributed systems form a software-driven net-
work control infrastructure that will run on top of all current networks (i.e. fixed, 
wireless, and mobile networks) and service physical infrastructures in order to pro-
vide an autonomic virtual resource overlay.  

2.1 Service Plane Overview   

The Service Plane (SP) consists of functions for the automatic (re-) deployment of 
new management services, protocols, as well as resource-facing and end-user facing 
services. It includes the enablers that allow code to be executed on the network enti-
ties. The safe and controlled deployment of new code enables new services to be 
activated on-demand. This approach has the following advantages: 

• Service deployment takes place automatically and allows a significant number of 
new services to be offered on demand;  

• It offers new, flexible ways to configure network entities that are not based on 
strict configuration sets; 

• Services that are not used can be automatically disabled. These services can be 
enabled again on-demand, in case they are needed;  

• It eases the deployment of network-wide protocol stacks and management services;  
• It enables secure but controlled execution environments;  
• It allows an infrastructure that is aware of the impact on the existing services of a 

new deployment;  
• It allows optimal resource utilization for the new services and the system. 
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2.2 Orchestration Plane Overview 

The purpose of the Orchestration Plane is to coordinate the actions of multiple auto-
nomic management systems in order to ensure their convergence to fulfil applicable 
business goals and policies. It supervises and it integrates all other planes’ behaviour 
ensuring integrity of the Future Internet management operations. The Orchestration 
Plane can be thought of as a control framework into which any number of compo-
nents can be plugged into, in order to achieve the required functionality. These com-
ponents could have direct interworking with control algorithms, situated in the control 
plane of the Internet (i.e. to provide real time reaction), and interworking with other 
management functions (i.e. to provide near real time reaction).  

The Orchestration Plane is made up of one or more Autonomic Management Sys-
tems (AMS), one or more Distributed Orchestration Components (DOC), and a dy-
namic knowledge base consisting of a set of information models and ontologies and 
appropriate mapping logic and buses. Each AMS represents an administrative and/or 
organisational boundary that is responsible for managing a set of devices, subnet-
works, or networks using a common set of policies and knowledge. The Orchestration 
Plane acts as control workflow for all AMS ensuring bootstrapping, initialisation, 
dynamic reconfiguration, adaptation and contextualisation, optimisation, organisation, 
and closing down of an AMS. It also controls the sequence and conditions in which 
one AMS invokes other AMS in order to realize some useful function (i.e., an orches-
tration is the pattern of interactions between AMS). An AMS collects appropriate 
monitoring information from the virtual and non-virtual devices and services that it is 
managing, and makes appropriate decisions for the resources and services that it gov-
erns, either by itself (if its governance mode is individual) or in collaboration with 
other AMS (if its governance mode is distributed or collaborative), as explained in the 
next section. The OP is build on the concepts identified in [13], however it differs in 
several essential ways: 

• Virtual resources and services are used. 
• Service Lifecycle management is introduced. 
• The traditional management plane is augmented with a narrow knowledge plane, 

consisting of models and ontologies, to provide increased analysis and inference 
capabilities. 

• Federation, negotiation, distribution, and other key framework services are pack-
aged in a distributed component that simplifies and directs the application of those 
framework services to the system. 

The Distributed Orchestration Component (DOC) provides a set of framework net-
work services. Framework services provide a common infrastructure that enables all 
components in the system under the scope of the Orchestration Plane to have 
plug_and_play and unplug_and_play behaviour. Applications compliant with these 
framework services share common security, metadata, administration, and manage-
ment services. The DOC enables the following functions across the orchestration 
plane: federation, negotiation, distribution and governance. The federation functional-
ity of the OP is represented by the composition/decomposition of networks & services 
under different domains. Since each domain may have different SLAs, security and 
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administrative policies, a federation function would trigger a negotiation between 
domains and the re-deployment of service components in the case that the new poli-
cies and high level goals of the domain are not compatible with some of the deployed 
services. The negotiation functionality of the OP enables separate domains to reach 
composition/ decomposition agreements and to form SLAs for deployable services. 
The distribution functionality of the OP provides communication and control services 
that enable management tasks to be split into parts that run on multiple AMSs within 
the same domain. The distribution function controls the deployment of AMSs and 
their components. The governance functionality of the OP monitors the consistency of 
the AMSs’ actions, it enforces the high level policies and SLAs defined by the DOCs 
and it triggers for federation, negotiation and distribution tasks upon noncompliance. 

The OP is also supervising the optimisation and the distribution of knowledge 
within the Knowledge Plane to ensure that the required knowledge is available in the 
proper place at the proper time. This implies that the Orchestration Plane may use 
very local knowledge to deserve a real time control as well as a more global knowl-
edge to manage some long-term processes like planning. 

2.3 Virtualisation Plane Overview 

Virtualisation hides the physical characteristics [14, 16] of the computing and net-
working resources being used, from its applications and users. This paper uses system 
virtualisation to provide virtual services and resources. System virtualisation separates 
an operating system from its underlying hardware resources; resource virtualisation 
abstracts physical resources into manageable units of functionality. For example, a 
single physical resource can appear as multiple virtual resources (e.g., the concept of 
a virtual router, where a single physical router can support multiple independent rout-
ing processes by assigning different internal resources to each routing process); alter-
natively, multiple physical resources can appear as a single physical resource (e.g., 
when multiple switches are “stacked” so that the number of switch ports increases, 
but the set of stacked switches appears as a single virtual switch that is managed as a 
single unit). Virtualisation enables optimisation of resource utilisation. However, this 
optimisation is confined to inflexible configurations within a single administrative 
domain. This paper extends contemporary virtualisation approaches and aims at build-
ing an infrastructure in which virtual machines can be dynamically relocated to any 
physical node or server regardless of location, network, and storage configurations 
and of administrative domain. 

The virtualisation plane consists of software mechanisms to abstract physical re-
sources into appropriate sets of virtual resources that can be organised by the Orches-
tration Plane to form components (e.g., increased storage or memory), devices (e.g., a 
switch with more ports), or even networks. The organisation is done in order to realise 
a certain business goal or service requirement. Two dedicated interfaces are needed: 
the vSPI and the vCPI (Virtualisation System Programming Interface and Virtualisa-
tion Component Programming Interface, respectively). A set of control loops is 
formed using the vSPI and the vCPI, as shown in Figure 2. 
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Fig. 2. Virtualisation Control Loop 

Virtualisation System Programmability Interface (vSPI). The vSPI is used to 
enable the Orchestration Plane (and implicitly the AMS and DOC that are part of a 
given Orchestration Plane) to govern virtual resources, and to construct virtual ser-
vices and networks that meet stated business goals having specified service require-
ments. The vSPI contains the “macro-view” of the virtual resources that a particular 
Orchestration Plane governs, and is responsible for orchestrating groups of virtual 
resources in response to changing user needs, business requirements, and environ-
mental conditions. The low-level configuration (i.e., the “micro-view”) of a virtual 
resource is provided by the vCPI. For example, the vSPI is responsible for informing 
the AMS that a particular virtual resource is ready for use, whereas the vCPI is re-
sponsible for informing the AMS that a particular virtual resource has been success-
fully reconfigured. The governance is performed by the set of AMS that are responsi-
ble for managing each component or set of components; each AMS uses the vSPI to 
express its needs and usage of the set of virtual resources to which it has access. The 
vSPI is responsible for determining what portion of a component (i.e., set of virtual 
resources) is allocated to a given task. This means that all or part of a virtual resource 
can be used for each task, providing an optimised partitioning of virtual resources 
according to business need, priority and other requirements. Composite virtual ser-
vices can thus be constructed using all or part of the virtual resources provided by 
each physical resource. 

Virtualisation Component Programming Interface (vCPI). Each physical resource 
has an associated and distinct vCPI. The vCPI is fulfilling two main functions: moni-
toring and management. The management functionality enables the AMS to manage 
the physical resource, and to request virtual resources to be constructed from that 
physical resource by the vCPI of the Virtualisation Plane. The AMS sends abstract 
(i.e., device-independent) commands via the vCPI, which are translated into device- 
and vendor-specific commands that reconfigure the physical resource (if necessary) 
and manage the virtual resources provided by that physical resource. The vCPI also 
provides monitoring information from the virtual resources back to the AMS that 
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controls that physical resource. Note that the AMS is responsible for obtaining man-
agement data describing the physical resource. The vCPI is responsible for providing 
dynamic management data to its governing AMS that states how many virtual re-
sources are currently instantiated, and how many additional virtual resources of what 
type can be supported. 

2.4 Knowledge Plane Overview 

The Knowledge Plane was proposed by Clark et al. [1] as a new dimension to a net-
work architecture, contrasting with the data and control planes; its purpose is to pro-
vide knowledge and expertise to enable the network to be self-monitoring, self-
analysing, self-diagnosing and self-maintaining. A narrow functionality Knowledge 
Plane (KP), consisting of context data structured in information models and ontolo-
gies, which provide increased analysis and inference capabilities is the basis for this 
paper. The KP brings together widely distributed data collection, wide availability of 
that data, and sophisticated and adaptive processing or KP functions, within a unify-
ing structure. Knowledge extracted from information/data models forms facts. 
Knowledge extracted from ontologies is used to augment the facts, so that they can be 
reasoned about. Hence, the combination of model and ontology knowledge forms a 
universal lexicon, which is then used to transform received data into a common form 
that enables it to be managed. The KP provides information and context services as 
follows:  

• information-life cycle management, which includes storage, aggregation, transfor-
mations, updates, distribution of information; 

• triggers for the purpose of contextualisation of management systems (supported by 
the context model of the information model); 

• support for robustness enabling the KP to continue to function as best possible, 
even under incorrect or incomplete behaviour of the network itself;  

• support of virtual networks and virtual system resources in their needs for local 
control, while enabling them to cooperate for mutual benefit in more effective net-
work management. 

The goal of making the control functions of Networks context-aware is therefore 
essential in guaranteeing both a degree of self-management and adaptation as well as 
supporting context-aware communications that efficiently exploit the available net-
work resources. Furthermore, context-aware networking enables new types of appli-
cations and services in the Future Internet. 

Context Information Services. The Context Information Service Platform (CISP), 
within the KP, has the role of managing the context information, including its distri-
bution to context clients/consumers. Context clients are context-aware services, either 
user-facing services or network management services, which make use of or/and 
adapt themselves to context information. Network services are described as the ser-
vices provided by a number of functional entities (FEs), and one of the objectives of 

This copy belongs to 'VANC03'



26 A. Galis et al. 

 

this description is to investigate how the different FEs can be made context-aware, i.e. 
act as context clients. The presence of CISP functionality helps to make the interac-
tions between the different context sources and context clients simpler and more effi-
cient. It acts as a mediating unit and reduces the numbers of interactions and the over-
head control traffic. CISP is realised by four basic context-specific functional entities: 
(i) the Context Executive (CE) Module which interfaces with other entities/context 
clients, (ii) the Context Processing (CP) Module which implements the core internal 
operations related to the context processing, (iii) the Context Information Base (CIB) 
which acts as a context repository, and (iv) the Context Flow Controller (CFC) which 
performs context flow optimization activities (see Fig. 3). 

 
Fig. 3. Context Information Service Platform 

The Context Executive Module (CE) is introduced to meet the requirements of creat-
ing a gateway into the CISP architecture and deals with indexing, registering, author-
ising and resolving context names into context or location addresses. Furthermore, the 
CE meets the requirements of context collection, context dissemination, interfaces 
with the Context Information Base and supports for access control. The Context Proc-
essing Module (CP) is responsible for the context management, including context 
aggregation, estimation and creation of appropriate context associations between 
clients and sources. The context association allows the CISP to decide where a spe-
cific context should be stored. Furthermore, the CP collects statistics about context 
usage. We note that these context statistics should be optimised in terms of memory 
usage for scalability purposes. In practice, the CP creates meta-context from context 
using mechanisms that exploit the business requirements, other forms of context and 
context usage statistics. The meta-context carries information that supports better the 
self-management functionalities of the context-aware applications. In general, the CE 
module is responsible for the communication of the CISP with the other management 
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applications/components and the CP module for the optimisation of the context in-
formation. The Context Information Base (CIB) provides flexible storage capabilities, 
in support of the Context Executive and Context Processor modules. Context is dis-
tributed and replicated within the domain in order to improve the performance of 
context lookups. The CIB stores information according to a common ontology. The 
Context Flow Controller configures the Context Processing and Context Executive 
Modules based on the requirements of the Management Application and the general 
guidelines from the Orchestration Plane. These configuration settings are enabling 
certain behaviours in terms of context flow optimization with respect to these guide-
lines.  

 
Fig. 4. The Context Collection Component 

Context Collection Points. The Context Collection Points (CCP) act as sources of 
information: they monitor hardware and software for their state, present their capabili-
ties, or collect configuration parameters. A monitoring mechanism and framework 
was developed to gather measurements from relevant physical and virtual resources 
and CCPs for use within the CISP. It also offers control mechanisms of the relevant 
probes and it also controls the context aggregation points (CAP). Such a monitoring 
framework has to have a minimal runtime foot–print, avoiding to be intrusive, so as 
not to adversely affect the performance of the network itself or the running manage-
ment elements. The CISP Monitoring System supports three types of monitoring 
queries to an CCP: (i) 1-time queries, which collect information that can be consid-
ered static, e.g., the number of CPUs, (ii) N-time queries, which collect information 
periodically, and (iii) continuous queries that monitor information in an on-going 
manner. CCPs should be located near the corresponding sources of information in 
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order to reduce management overhead. Filtering rules based on accuracy objectives 
should be applied at the CCPs, especially for the N-time and continuous queries, for 
the same reason. Furthermore, the CCPs should not be many hops away from the 
corresponding context aggregation point (CAP). Fig. 4 shows the structure of a 
CCP, which we have designed and implemented, consisting of 5 main components: 
the sensors, a reader, a filter, a forwarder and a CCP controller. These are described 
below. 

The sensors can retrieve any information required. This can include common op-
erations such as getting the state of a server with its CPU or memory usage, getting 
the state of a network interface by collecting the number of packets and number of 
bytes coming in and out, or getting the state of disks on a system presenting the total 
volume, free space, and used space. In our implementation, each sensor runs in its 
own thread allowing each one to collect data at different rates and also having the 
ability to turn them on and off if they are not needed. We note that the monitoring 
information retrieval is handled by the Virtualisation Plane.  

The reader collects the raw measurement data from all of the sensors of a CCP. 
The collection can be done at a regular interval or as an event from the sensor itself. 
The reader collects data from many sensors and converts the raw data into a common 
measurement object used in the CISP Monitoring framework. The format contains 
meta-data about the sensor and the time of day, and it contains the retrieved data from 
the sensor. 

The filter takes measurements from the reader and can filter them out before they 
are sent on to the forwarder. Using this mechanism it is possible to reduce the volume 
of measurements from the CCP by only sending values that are significantly different 
from previous measurements. For example, if a 5% filter is set, then only measure-
ments that differ from the previous measurement by more than 5% will be passed on. 
By using filtering in this way, the CCP reduces the load on the network. In our case, 
the filtering percentage matches the accuracy objective of the management applica-
tion requesting the information.  

The forwarder sends the measurements onto the network. The common measure-
ment object is encoded into a network amenable measurement format.  

The CCP Controller controls and manages the other CCP components. It controls 
(i) the lifecycle of the sensors, being able to turn them on and off, and to set the rate at 
which they collect data; (ii) the filtering process, by changing the filter or adapting an 
existing filter; (iii) the forwarder, by changing the attributes of the network (such as 
IP address and port) that the ICP is connected to. 

The vCPI supports the extension with additional functions, implicitly allowing the 
creation of other types of sensors, and thus helping the CCP to get more information. 
Also various sensors, which can measure attributes from CPU, memory, and network 
components of a server host, were created. We can also measure the same attributes 
of virtualised hosts by interacting with a hypervisor to collect these values. Finally, 
there are sensors that can send emulated measurements. These are useful for testing 
and evaluation purposes, with one example being an emulated response time, which 
we use in our experiments. 
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2.5 Management Plane Overview 

The Management Plane is a basic building block of the infrastructure, which governs 
the physical and virtual resources, is responsible for the optimal placement and con-
tinuous migration of virtual routers into hosts (i.e., physical nodes and servers) subject 
to constraints determined by the Orchestration Plane. The Management Plane is de-
signed to meet the following functionality: 

• Embedded (Inside) Network functions: The majority of management functionality 
should be embedded in the network and it is abstracted from the human activities. As 
such the Management Plane components will run on execution environments sup-
ported by the virtual networks and systems, which run on top of all current networks 
(i.e. fixed, wireless and mobile networks) and service physical infrastructures. 

• Aware and Self-aware functions: It monitors the network and operational context 
as well as internal operational network state in order to assess if the network cur-
rent behaviour serve its service purposes. 

• Adaptive and Self-adaptive functions: It triggers changes in network operations 
(state, configurations, functions) as a result of the changes in network and service 
context. 

• Automatic self-functions: It enables self-control (i.e. self-FCAPS, self-*) of its 
internal network operations, functions and state. It also bootstraps itself and it op-
erates without manual external intervention. Only manual/external input is pro-
vided in the setting-up of the business goals. 

• Extensibility functions: It adds new functions without disturbing the rest of the 
system (Plug-and-Play / Unplug_and_Play / Dynamic programmability of man-
agement functions & services). 

• System functions: Minimise life-cycle network operations’ costs and minimise 
energy footprint. 

In addition the Management Plane, as it governs all virtual resources, is responsible for 
the optimal placement and continuous migration of virtual routers into hosts (i.e. physi-
cal nodes and servers) subject to constraints determined by the Orchestration Plane.  

 
Fig. 5. Autonomic Control Loops 
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The Management Plane consists of Autonomic Management Systems (AMS). AMS is 
an infrastructure that manages a particular network domain, which may be an 
Autonomous System (AS). An AMS implements its own control loops, consisting of 
context collection, analysis, decision-making and decision enforcement. Each AMS 
includes interfaces to a dedicated set of models and ontologies and interfaces to one 
or more Distributed Orchestration Components (DOC), which manage the interopera-
tion of two or more AMS domains. Mapping logic enables the data stored in models 
to be transformed into knowledge and combined with knowledge stored in ontologies 
to provide a context-sensitive assessment of the operation of one or more virtual re-
sources. The AMS communicate through sets of interfaces that: (i) enable manage-
ment service deployment and configuration (i.e., the ANPI and vSPI interfaces), (ii) 
manipulate physical and virtual resources (i.e., the vCPI interface). 

The AMS are design to follow the autonomic control loops depicted in Fig. 5. The 
AMS is designed to be federated, enabling different AMS that are dedicated to govern 
different types of devices, resources, and services, to be combined. In order to support 
this, each AMS uses the models and ontologies to provide a standard set of capabili-
ties that can be advertised and used by other AMS. The capabilities of an AMS can be 
offered for use to other AMS through intelligent negotiations (e.g., pre-defined 
agreements, auctioning, bargaining and other mechanisms). An AMS collects appro-
priate monitoring information from the virtual resources that is managing and makes 
appropriate decisions for the resources and management services that it governs, ei-
ther by itself (if its governance mode is individual) or in collaboration with other 
AMS (if its governance mode is distributed or collaborative).  

Since the AMS implement their own control loops, they can have their own goals. 
However, their goals should be harmonised to the high-level goals coming from the 
DOC that is responsible for each particular AMS. Each DOC is responsible for a set 
of AMS that form a network domain, called Orchestrated Domain (OD). An OD may 
belong to a single organisation that has the same high-level goals. We note that the 
entry point for the high-level goals is the Orchestration Plane. For example, a set of 
AMS may re-establish a local service in case of failure without interacting with the 
Orchestration Plane. However, this new establishment should follow the same guide-
lines that this local service used to follow. So, there is a significant difference be-
tween management and orchestration. Orchestration, actually, harmonises the differ-
ent management components to one or more common goals. 

3 Realisation: In-Network Cloud Functionality 

A set of integrated service-centric platforms and supporting systems have been devel-
oped and issued as open source [10], which aims to create a highly open and flexible 
environment for In-Network Clouds in Future Internet. They are briefly described here-
with. Full design and implementation of all software platforms are presented in [10]. 

• vCPI (Virtual Component Programming Interface is the VP’s main component deal-
ing with the heterogeneity of virtual resources and enabling programmability of net-
work elements In each physical node there is an embedded vCPI, which is aware of 
the structure of the virtual resources, which are hosted in the physical node.  
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• CISP (Context Information Service Platform) is the KP’s main component sup-
ported by a distributed monitoring platform for resources & components. CISP has 
the role of managing the context information, including its distribution to context 
clients/consumers. 

• ANPI (Autonomic Network Programming Interface) is the SP’s main component 
that enables large-scale autonomic services deployment on virtual networks.  

• MBT (Model-Based Translator) platform, part of the KP, which takes configura-
tion files compliant with an Information Model and translates them to device spe-
cific commands. 

• LATTICE Monitoring Framework, also part of the KP, provides functionality to 
add powerful and flexible monitoring facilities to system clouds (virtualisation of 
networks and services). Lattice has a minimal runtime footprint and is not intru-
sive, so as not to adversely affect the performance of the system itself or any run-
ning applications. The monitoring functionality can be built up of various compo-
nents provided by the framework, so creating a bespoke monitoring sub-system. 
The framework provides data sources, data consumers, and a control strategy. In a 
large distributed system there may be hundreds or thousands of measurement 
probes, which can generate data.  

• APE (Autonomic Policy-based Engine), a component of the MP, supports context-
aware policy-driven decisions for management and orchestration activities.  

• XINA is a modular scalable platform that belong to the CISP and enables the de-
ployment, control and management of programmable or active sessions over vir-
tual entities, such as servers and routers.  

• RNM (Reasoning and Negotiation Module), a core element of the KP, which me-
diates and negotiates between separate federated domains. 

These In-Network Cloud platforms were integrated and validated on 2 testbeds ena-
bling experimentation with thousands of virtual machines: V3 – UCL’s Experimental 
Testbed located in London consisting of 80 cores with a dedicated 10 Gbits/s infra-
structure and Grid5000 - an Experimental testbed located in France consisting of 5000 
cores and linked by a dedicated 10 Gbits/s infrastructure. Validation and performance 
analysis are fully described in [13]. Demonstrations are available at: http://clayfour. 
ee.ucl.ac.uk/demos/ and they are used for:  

• Autonomic deployment of large-scale virtual networks (In-Network Cloud Provi-
sioning);  

• Self – management of virtual networks (In-Network Cloud Management);  
• Autonomic service provisioning on In-Network Clouds (Service Computing 

Clouds). 

4 Conclusion 

This work has presented the design of an open software networked infrastructure (In-
Network Cloud) that enables the composition of fast and guaranteed services in an 
efficient manner, and the execution of these services in an adaptive way taking into 
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account better shared network and service resources provided by an virtualisation 
environment. We have also described the management architectural and system model 
for our Future Internet, which were described with the help of five abstractions and 
distributed systems – the OSKMV planes: Virtualisation Plane (VP), Management 
Plane (MP), Knowledge Plane (KP), Service Plane (SP) and Orchestration Plane 
(OP). The resulting software-driven control network infrastructure was fully exercised 
and relevant analysis on network virtualisation and service deployments were carried 
out on a large-scale testbed. 

Virtualising physical network and server resources has served two purposes: Man-
aging the heterogeneity through introduction of homogeneous virtual resources and 
enabling programmability of the network elements. The flexibility gained through this 
approach helps to adapt the network dynamically to both unforeseen and predictable 
changes in the network. A vital component of such a virtualisation approach is a 
common management and monitoring interface of virtualised resources. Such an 
interface has exported management and monitoring functions that allow management 
components to control the virtual resources in a very fine-grained way through a sin-
gle, well defined interface. By enabling such fine-grained control, this interface can 
then form the basis for new types of applications and services in the Future Internet. 
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Abstract. This chapter is committed to give a comprehensive overview of the 
scalability problems of mobile Internet nowadays and to show how the concept 
of flat and ultra flat architectures emerges due to its suitability and applicability 
for the future Internet. It also aims to introduce the basic ideas and the main 
paradigms behind the different flat networking approaches trying to cope with 
the continuously growing traffic demands. The discussion of the above areas 
will guide the readers from the basics of flat mobile Internet architectures to the 
paradigm’s complex feature set and power creating a novel Internet architecture 
for future mobile communications.  

Keywords: mobile traffic evolution, network scalability, flat architectures, mo-
bile Internet, IP mobility, distributed and dynamic mobility management 

1 Introduction 

Mobile Internet has recently started to become a reality for both users and operators 
thanks to the success of novel, extremely practical smartphones, portable computers 
with easy-to-use 3G USB modems and attractive business models. Based on the cur-
rent trends in telecommunications, vendors prognosticate that mobile networks will 
suffer an immense traffic explosion in the packet switched domain up to year 2020 
[1–4]. In order to accommodate the future Internet to the anticipated traffic demands, 
technologies applied in the radio access and core networks must become scalable to 
advanced future use cases.  

There are many existing solutions aiming to handle the capacity problems of cur-
rent mobile Internet architectures caused by the mobile traffic data evolution. Reserv-
ing additional spectrum resources is the most straightforward approach for increasing 
the throughput of the radio access, and also spectrum efficiency can be enhanced 
thanks to new wireless techniques (e.g., High Speed Packet Access, and Long Term 
Evolution). Heterogeneous systems providing densification and offload of the macro-
cellular network throughout pico, femtocells and relays or WiFi/WiMAX interfaces 
also extend the radio range. However, the deployment of novel technologies provid-
ing higher radio throughput (i.e., higher possible traffic rates) easily generates new 
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usages and the traffic increase may still accelerate. Since today’s mobile Internet 
architectures have been originally designed for voice services and later extended to 
support packet switched services only in a very centralized manner, the management 
of this ever growing traffic demand is quite hard task to deal with. The challenge is 
even harder if we consider fixed/mobile convergent architectures managing mobile 
customers by balancing user traffic between a large variety of access networks. Scal-
ability of traffic, network and mobility management functions has become one of the 
most important questions of the future Internet. 

The growing number of mobile users, the increasing traffic volume, the complexity 
of mobility scenarios, and the development of new and innovative IP-based applica-
tions require network architectures able to deliver all kind of traffic demands seam-
lessly assuring high end-to-end quality of service. However, the strongly centralized 
nature of current and planned mobile Internet standards (e.g., the ones maintained by 
the IETF or by the collaboration of 3GPP) prevents cost effective system scaling for 
the novel traffic demands. Aiming to solve the burning problems of scalability from 
an architectural point of view, flat and fully distributed mobile architectures are gain-
ing more and more attention today.  

The goal of this chapter is to provide a detailed introduction to the nowadays 
emerging scalability problems of the mobile Internet and also to present a state of the 
art overview of the evolution of flat and ultra flat mobile communication systems. In 
order to achieve this we first introduce the issues relating to the continuously growing 
traffic load inside the networks of mobile Internet providers in Section 2. Then, in 
Section 3 we present the main evolutionary steps of flat architectures by bringing 
forward the most important schemes, methods, techniques and developments avail-
able in the literature. This is followed, in Section 4, by an introduction of distributed 
mobility management schemes which can be considered as the most essential building 
block of flat mobile communications. As a conclusion we summarize the benefits and 
challenges concerning flat and distributed architectures in Section 5. 

2 Traffic Evolution Characteristics and Scalability Problems of 
the Mobile Internet 

2.1 Traffic Evolution Characteristics of the Mobile Internet 

One of the most important reasons of the traffic volume increase in mobile telecom-
munications is demographical. According to the current courses, world’s population is 
growing at a rate of 1.2 % annually, and the total population is expected to be 7.6 
billion in year 2020. This trend also implies a net addition of 77 million new inhabi-
tants per year [5]. Today, over 25% of the global population – this means about two 
billion people – are using the Internet. Over 60% of the global population – now we 
are talking about five billion people – are subscribers of some mobile communication 
service [1][6]. Additionally, the number of wireless broadband subscriptions is about 
to exceed the total amount of fixed broadband subscriptions and this development 
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becomes even more significant considering that the volume of fixed broadband sub-
scriptions is gathering much slower. 

The expansion of wireless broadband subscribers not only inflates the volume of 
mobile traffic directly, but also facilitates the growth in broadband wireless enabled 
terminals. However, more and more devices enable mobile access to the Internet, only 
a limited part of users is attracted or open to pay for the wireless Internet services 
meaning that voice communication will remain the dominant mobile application also 
in the future. Despite this and the assumption of [5] implying that the increase in the 
number of people potentially using mobile Internet services will likely saturate after 
2015 in industrialized countries, the mobile Internet subscription growth potential will 
be kept high globally by two main factors. On one hand the growth of subscribers 
continues unbrokenly in the developing markets: mobile broadband access through 
basic handhelds will be the only access to the Internet for many people in 
Asia/Pacific. On the other hand access device, application and service evolution is 
also expected to sustain the capability of subscriber growth. 

The most prominent effect of services and application evolution is the increase of 
video traffic: it is foreseen that due to the development of data-hungry entertainment 
services like television/radio broadcasting and VoD, 66% of mobile traffic will be 
video by 2014 [2]. A significant amount of this data volume will be produced by 
mobile Web-browsing which is expected to become the biggest source of mobile 
video traffic (e.g., YouTube). Cisco also forecasts that the total volume of video (in-
cluding IPTV, VoD, P2P streaming, interactive video, etc.) will reach almost 90 per-
cent of all consumer traffic (fixed and mobile) by the year 2012, producing a substan-
tial increase of the overall mobile traffic of more than 200% each year [7]. Video 
traffic is also anticipated to grow so drastically in the forthcoming years that it could 
overstep Peer-to-Peer (P2P) traffic [4]. Emerging web technologies (such as 
HTML5), the increasing video quality requirements (HDTV, 3D, SHV) and special 
application areas (virtual reality experience sharing and gaming) will further boost 
this process and set new challenges to mobile networks. Since video and related enter-
tainment services seems to become dominant in terms of bandwidth usage, special 
optimization mechanisms focusing on content delivery will also appear in the near 
future. The supposed evolution of Content Delivery Networking (CDN) and smart 
data caching technologies might have further impact on the traffic characteristics and 
obviously on mobile architectures. 

Another important segment of mobile application and service evolution is social 
networking. As devices, networks and modes of communications evolve, users will 
choose from a growing scale of services to communicate (e.g., e-mail, Instant Mes-
saging, blogging, micro-blogging, VoIP and video transmissions, etc.). In the future, 
social networking might evolve even further, like to cover broader areas of personal 
communication in a more integrated way, or to put online gaming on the next level 
deeply impregnated with social networking and virtual reality. 

Even though video seems to be a major force behind the current traffic growth of 
the mobile Internet, there is another emerging form of communications called M2M 
(Machine-to-Machine) which has the potential to become the leading traffic contribu-
tor in the future. M2M sessions accommodate end-to-end communicating devices 
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without human intervention for remote controlling, monitoring and measuring, road 
safety, security/identity checking, video surveillance, etc. Predictions state that there 
will be 225 million cellular M2M devices by 2014 with little traffic per node but re-
sulting significant growth in total, mostly in uplink direction [3]. The huge number of 
sessions with tiny packets creates a big challenge for the operators. Central network 
functions may not be as scalable as needed by the increasing number of sessions in 
the packet-switched domain.  

As a summary we can state that the inevitable mobile traffic evolution is foreseen 
thanks to the following main factors: growth of the mobile subscriptions, evolution of 
mobile networks, devices, applications and services, and significant device increase 
potential resulted by the tremendous number of novel subscriptions for Machine-to-
Machine communications. 

2.2 Scalability Problems of the Mobile Internet 

Existing wireless telecommunication infrastructures are not prepared to handle this 
traffic increase, current mobile Internet was not designed with such requirements in 
mind: mobile architectures under standardization (e.g., 3GPP, 3GPP2, WiMAX Fo-
rum) follow a centralized approach which cannot scale well to the changing traffic 
conditions.  

On one hand user plane scalability issues are foreseen for anchor-based mobile 
Internet architectures, where mechanisms of IP address allocation and tunnel estab-
lishment for end devices are managed by high level network elements, called anchor 
points (GGSN in 3GPP UMTS, PDN GW in SAE, and CSN for WiMAX networks). 
Each anchor point maintains special units of information called contexts, containing 
binding identity, tunnel identifier, required QoS, etc. on a per mobile node basis. 
These contexts are continuously updated and used to filter and route user traffic by 
the anchor point(s) towards the end terminals and vice versa. However, network ele-
ments (hence anchor points too) are limited in terms of simultaneous active contexts. 
Therefore, in case of traffic increase new equipments should be installed or existing 
ones should be upgraded with more capacity. 

On the other hand, scalability issues are also foreseen on the control plane. The 
well established approach of separating service layer and access layer provides easy 
service convergence in current mobile Internet architectures but introduces additional 
complexity regarding session establishment procedures. Since service and access 
network levels are decomposed, special schemes have been introduced (e.g., Policy 
and Charging Control architecture by 3GPP) to achieve interaction between the two 
levels during session establishment, modification and release routines. PCC and simi-
lar schemes ensure that the bearer established on the access network uses the re-
sources corresponding to the session negotiated at the service level and allowed by the 
operator policy and user subscription. Due to the number of standardized interfaces 
(e.g., towards IP Multimedia Subsystem for delivering IP multimedia services), the 
interoperability between the service and the access layer can easily cause scalability 
and QoS issues even in the control plane. 
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